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1. Now,

p̂(x) =
kn/n

Vn
.

Here, n = 13, hn = 1 and Vn = 1. kn can be computed by using the expression

kn =

n
∑

i=1

φ

(

x − xi

hn

)

,

where,

φ(u) =

{

1, if |u| ≤ 1/2

0, otherwise.

Thus,

p̂(0) = 0
p̂(1) = 2/13
p̂(3) = 3/13
p̂(5) = 1/13
p̂(7) = 3/13
p̂(9) = 0.

2. (a) Condition 1: limn→∞
Vn = 0

Condition 2: limn→∞
kn = ∞

Condition 3: limn→∞
kn/n = 0

(b) The window width, hn, is the most critical parameter in the Parzen window
approach. This parameter can be selected by cross-validation where a por-
tion of the training set is used to form a validation set. The classifier is
trained on the remaining patterns in the training set for different values of
hn. The hn that results in the smallest error in the validation set is selected
as the most “optimal” one.

3. Without any loss of generality, consider an arbitrary test sample in class ω1. This
sample will be correctly classified (as ω1) if and only if more than (k−1)/2 samples
in D belong to class ω1 (since the two unit hyperspheres are separated by 10
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units, the distance between pairs of samples within a class is always smaller
than the distance between pairs of samples from different classes). Thus, Pn(e)
can be estimated by computing the probability that at most (k − 1)/2 samples in
D are from the same class. Note that samples in D can be labeled in 2n different
ways. So,

Pn(e) =

(

n
0

)

+
(

n
1

)

+ . . .
(

n
(k−1)/2

)

2n

=
1

2n

(k−1)/2
∑

j=0

(

n

j

)

.
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