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Preface

The idea is sithple and obviolts.

The implications are Jar-reaching and excitinS.

Case-Based Reasoniüg (CBR) is one ofthose rure lechnologies whose phhciples can be
explained in a single senlence: "To solve a Probletfi, temember a similar problem you
hcr,'e solved in the past and adapt the old solütion to solve the kev' problem"

Try explaining the principles ofneural netuorks, Senetic algorithms or eveh erpert
systems in under tweny ftte ,,ords: I do not think it possible.

Another positive feature ofCBR is lhat lhe idea is obüous ' once it has been Pointed oul,
olcoürse. We all solve problems using past experience, so why shouldn't a computer?

So the CBR markenng people hcte a prelt! eas! nme o.f it: the CBR concept is appealinS,
obvioüs, and easily explained: lhere are many good case studies to refet to: and lhe tools
are geherully rob st and efecnve for use m building industrial'strength applicatiohs.

But the 'technolog) evaluafor" people have a rather harder flme. They need to go
beyond the simple, surface ideas and understandlust how a "similar" past problem can
be remembered, just vhat is meant by "adept the old solution to the new problen", and
ei'en, how do lou go about storing past problems (and what are they, anyway?) And
then, if they can get to grips \rth all that, the lechnolog) evaluators need to knov/ about
the commercialisarion ofthe technologt- Wat tools are arailable? How do the! differ
.from each other? How should you go about compaing them? Ho\' does CBR cohpare
yjith othet similar lechnologies?

Given the context ofthis Prefäce it shoud be prett! clear what comes next.....

This Report has beeh wfittek to ans)er extctly those queslion, and iSnoring lhe obviolls
accusations ofbias, I have ho hesitatioh ih expressing m! opinrcn thal lhe a thors and
the evalltation team have done a trulyfrst-rate job on allfronts. The explanations ofthe
lechnolog) hake the underlying complexitles quite apparent, lel convey the right amoltnt
oftechnical deta ; and the evaluafions o;fthe tools hove been comprehensive and
thorough.

Despile the man! applications ofCBR listed in the Exccuti,e Sunmdry\ this is still a
very young technologtwhose potenttal is barel! being touched. Although lhe Report doet
not oversell the technologt ik any way (on the contrary. tt often dorWplays it by pointing
o t the prcblems thot resealchers arc sttll ,orungon),I stllcatfie a\ra), with an
understanding oJits capabilities that makes ne very optimistic. I feel i,e couldwell see
some quite rena*able developments and eritlng applications over the next few years.

But lou doh't have to take my.word for it. fou now have access to all the ihformation to
be able to form lour otl'n opinion.'Ihis is ow aim in publishing Al Peßpectiues rcports.

Alex Goodall (Series Editor for AI Perspeal.'as)

Oxford, February 1995
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About this Document

Ever sinc€ the term case-Based Reasoning (cBR) was coined at the begiDning of the 'eighties' there

iu, t,""n o *"ua, g.o*nt' of interest in the topic At the beginning ofthe'ninetres the fust products \Ärtl

,il io"t -a"*; *"* t oe commcrcially available' and bullish predictions have boen rnade for the

i,to." oftf," t""tilotogy ln this Report we present an overvie$ ofthe state ofthe art ofcurrently

available conunercial CBR tools

Our objecti\€ in publishing tlrc Report is to provide tie reader with an informed insight into CBR

,a"*of.r, ,o,n", n" o. she can better unclerstand $hat are its capabilities and limitations Ofall the

tools w" watuat"4 our .,ie$ was tllat none \las suited to beng sold "shrink wrapped"' exccpt perhaps

to an academic institution or an R&D laboratory' For this reason' we felt there $as little value m a

"Pc-Expert"-like companson ofthe tools and cotsequently have not produced such a rating lnstead'

we have explained the main underlling principles ofthe tools and described thcir key fcatures Our alm

has been to suppl.v enough informatioü to allo\'! the reader to make a judgement as to which tool {ould

be most suited to his or her CBR project, on the assumption that the r"'ork would be undertaken jointly

$ilh €ither the tool vendor or witi a consultant

This comparative stualy is original in that it is based on tests perform€d using the same 'iata sets for

cach tool. We defned objective evalustion crit€ria and designed appropriate tests and test procedures

in order 10 apply them. We chose case bases *'rth propertles that allowed us to test a wide range of

features of the tools. Each tool was extensively tested on behaif ofthe authors ofthe Repo( by onc

member of a tea.ln of four Masters students at the univeßity of Kaiserslautem (Germany) ovel a penod

ofseveral rrceks. Wc refer to this group ofstudentl (Harald Holz' Alexandre Meissonnier' Carsten

Priebisch and Wolfgang Wilke) as the "Evaluation Tean" else$here in the Report Each student üas

solelt responsible for one s) stem (exccpt for Wolfgang Wilke who evaluated two) The members of the

Team entered into the spirit ofthe exerclse by strongl-v advocating their panicular tool(s) dunng

discussions and in \r'nting up the evaluations All tools were tested on the same PC 486 DX2-66 $ith

16 Mb of RAM.

we asked all cBR tool vendors kno*n to us at the time to support our evaluation by prorrding us \\'lth

the most recent copies oftheir systcms. B.v conducting our tests, \ve havc determined tle current slale of

thc art of fi\,e currently-available cBR tools, and accumulated valuable üformation that callr bc used to
guide tuture developments in CBR We asked Ackdosoft S.A ' Cognitive Systems, lnc , Esteem Corp '
lnductive Solutlons, Inc., Inferencc Corp., ISoft S A and teclnno GmbH for copies oftheir respeclive
tools We obtained PC versions of CBR ExPREss, ESIEEM, KAIE3.0, REN4|ND and St-CAsE We also
asked l,ockheed for a copy of RECON, but the company was not intercsted in havlng its product
eraluated since it is only sold in conjunction u.tth a service contract and not as a "shrink wrapped" tool.
We leamed ofthe existe rlce of "The Easy Reasot?e/" by fie Haley Enterprise and ofa few other CBR
products or)ll after it was too late for them to be included ln the presett edition ofour Repott Wehope
that a future edition will enable us to include more tools and more reccnt versions ofthose we
evaluatcd
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We used t\ro main crileria to help in selecting test domains. The first was that we should all be able to
understand thcm to facilitate the int€rpretation of results. The second criteria \4,as to have at least on€
test dornain that would be easily und€rstood by ev€ryone. For the fißt requirement, we chose Fark
Diagnosis ofCNC Machinihg Centres, a dofi:€jn where we all bad experience. We also chose
IdehfiJication ofManne Sporger where we had the opportunity to involve an expert at the Museum of
Natural History in Paris, and the TRA\TL AcENcy domain that met the second requirernent of being
widely comprehensible. In addition, we chose the CAR domain fiom the University of Califomia at
Irvine (see Appendix I) Repository of Machine Leaming Databases because it is publicly available

A major requirement of an evaluation is to produce results that are as objective as possible.
Unforhrnately, in some ci|s€s rle had no objective exp€rimental evidence that could bring out some of
tho interesting features of each tool. We therefore used a mitture offonnally{efined tests that are
reproducible, together with more qualitative evaluations that resulted fiom extensive discussions rithin
the Evaluation Team.

The suppliers of all the tools evaluated had the opportunity to read a draft ofthis report and comment
on it. Appropiate feedback has been hcluded as footnotes. Furthermore, all ktown vendors ofCBR
tools were offered the opportuni{ of including summary details oftheir prcduct in the Report. These
details were obtain€d ea.ly in 1995 and the ter,l has been supplied by the vendoß. They appear in
Appendix 2.

This work lras carried out as a result of the INRECA Europ$n prcject in nhich both AcknoSoft and
the Univc6ity of lGiserslautem are involved. We asked Ralph Barletta to join us, not just because of
his expgrience in the field, but also because h€ is now an independent consultant.

Disclaimer

We wish to tnake it cle.lr that. although we (the authors) defned the critenafor the evalualion iests.
ve were not ifivoleed ih the actual testing procedure. The conclusions ofchapters 9, lA and l l
reflect the opinions of the members ofthe Evaluation Teatu. In particular, Ratph Barlexa (reho ted
the development of lEMNDwhilst he was employed at Cognitive Slstems) and Michel Mahago (rrho
led the development of MIO rrould like to point oüt that theywere hot abrays in agreementwith the
commehts made about the respective tools.
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Executive Summary

Case-Based Reasoning (CBR) is a technology that solves problems by storing' rettieving and adapting

na,r cases CBR appeals to those professronds who solve Probtems by fecalhng what they did in

srmrlar srtLrations. CBR firs! appeargd in commercial tools in the early l990s Si[c€ thcn' it has been

usedtodeatenumerousapplicationsinawiderangeofdomairrs'Theseinclude:finarrcialarralysis,nsk
assessment, technical maintenance, process control, quality conüol, rnedical diagnosis, softt'are support

systems, fotccasting, plarning' design, classification of objetts, photo-interpretation and real estate

appraisal. Although the technology of CBR originared in AI laboralories wher€ scientists studied

Cogrlitive Psycholog)', it has now also become a technology for industrial and business applicatrons

some ofthe characteistics ofa domain thal indicat! whether a cBR apploach would be suitable are:

. there exist r€cords ofpreviously solved problems;

. histoncal cases arc viewod as an asset that ought to be preserved;
o ifthore is no case history, it is intuitively clear that rememberiag prevrous experienc€s would be

useful:
o speciahsts lalk about their domain by giving examples;
o experience is at l€ast as valuable as texlbook knowledge: CBR malrcs 'hrect use ofpast e\perimce

The potential benefits of using CBR technology are:
" discovering knowledge in data;
o delivering coDsist€nt decisions throughout an orgadsation;
o presewing the know-how olthe most talented specialists by capturing ther expenence;
o transferring experience ftom the skilled specialist to the novice;
' building a corporate memory by sharing individual expen€nce.

Key issues $hen buildmg a CBR system are:
o rcpresenong a case so as to caplure rts tnre meaning.
o indexing cases to retrieve them quickly;
o assessing the similarity between a current case and rdrieved ones;
' adapting a solution that worked in the past to our new problem;
' integiating CBR into an orgarlisation.

These issues imply that sig flcant lclo$ledg€ about the tcchnolog-\' ald sklls in applying it arg needed
n ordcr to build real-world aDDlications.

CBR. techrology is not an altematrve only to rule-based expert systems, but also to statistical data
analysis, information retrieval, neural networks and even database languages. We sunmarisc below
how CBR can be compared to these tecbniques:

Rule-based expert sjstem.r: By not rcquiring specialists to describe tlrcir Imow-how as logical rules, the
CBR approach overcomes what has historically be€n one ofthe main stumbling blocks rn building
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expert systems. CBR can be used to build, validat€ atd maintain decision support systerns. A CBR_
based system can keef, up with the kno\rledge that workers leam tlüough their daily expenence and can
handlc domains where there are maiy exceptions to rules ard where problens are not ftlly understood.
Statistical data analysis: classical statistical methods and CBR are complementar].. CBR does not rely
h€avily on assumptions about the dat4 such as its statistical significance, and the independence ofthe
vanables (attributes) that describe the data. Statistical methods are intended to infer charactenshcs of
populations from those ofindividuals. cBR works by marirg decisions based on individuar cases
regardless oftheir statistical significa.nce and can be used for exploralory analysis and data mining.
Newal he /orks: the main difference betwe€n CBR and neuml netw,orks is that a CBR sysrem can
justit, its r€commendations. A neural network is a black box and, as suc\ is appropriarc ro srgnar
.ecog ton and similar tasl$. It is l€ss appropiate to applications such as e{uipment fault diagnosis
where the user needs to understand why the system has assigned a particula. cause to a läult_
Relational databases-. a comrnon response to a CBR system is ..I can do that with my relational
database". However, CBR s],stems support fuzzy queries a.nd retrieval ald provide rich indexing
support. Unlike a database query that rctrioves exactly what has becn requssteal, CBR retrieves cases
that ale similar in some sense_ It uses background lnowl€dge to idertify hidden similarities (e.g. yello\a
aad white are both liglrt colours and are morc similar than white ard black).
Indüction and machine leaming: there is much corfusion about the relationship between mduction and
cBR several shells ofer facilities tr*t are dedved from work on induction. The difference between a
pure mductive approach and a cBR one trat uses induction to build indexing structures is not 'bhat
tecbnology is used?" but nther "is the techrology used in a way thar supports CBR?,,. The answer to a
CBR query is a set of cases that arc similar.

Instead ofa "Pc-Expert" like comparative evaluation ofthe tools, 1ve decided to present the underl].ing
technology and focus on a higher lev€l compadson tlat baings out the unique characteristlcs of€ach
tool. Our purpose was not to rate the dimerent tools but to give enough inforrnation for the rcader to be
able to judge for himself which tool is most adequate for his needs. We evaluated CBR APRESS
(Inference), ESIEM (Esteem Cory.), KATE (Ackrosoft), RTM|ND (Cognitivc Systems) and ST.CASE
(teclnno) using the sarne set ofdata on tlrc same pc accordirg to a carefirlly selected set ofcriteria.
The evaluation was structured around twenty technical and eight ergonomic criteria. These mcluded:
' Assessingsimilarity.
o Represenlation and use oflnowledge.
' Effects ofnoise and incompleteness ofdata.
o Performance and speed.
o Correctness, completeness, consistency and effectiveness.
o Degree ofcontrol for the developer.
" The extcnt to which the user interface can be customised.
' Explainability and modelling support.
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To help assess the tools against these crileria, wc used eleven tests based on casc data from four

different dornainst MAI-I'IE SPoNGES, CAR, TRA\Tr AGENCY and CNC MACHI\ts Tool-s For criteria

that could not be measurcd using objertive bsts, subjectiv€ tests were used. The comparative svaluation

ilas ündertakon by four students at the University of Kaiserslautem \\'ho worked independendy of the

aühors ofthis Report

ld sümnary, the findlngs werc:

. CBR E(PRTSS appeared to be a tool tllat provides a number of standard CBR features combined
with a comfortable user interfac€ and suprisingly fast retrieval speed. It is very much focused on
help desk applications. After perfoming the tests, we suspect tllal there lnay be an indexilg
mecha$ism tlat is hidden at tie heart ofthe system but we were unable to reach a definite
corclusion about this. lf CBR E(PRESS does not have such an indexing mechanism, this is likely ro
prevert it from handling latger volumes of case data. If it does have one, the absence ofinformation
in the documentation and the lack of control by the user on when to rcindex the case base makes it
difficult to understand and test its aödtages and limitations.

. ESIIEM'S main advantages are: the possibility ofusing nested case structures alrd a rule nechanism
tlEt allows it to autornaticaily adapt cases and compute stmilarity measurcs. Both ofthese features
are inherited fiom its underlying Kappa-PC systom. A weak point was a lack of aa explicit
mcchanism for handling missing values. In general, the tool requires further improvements which
according to tie supplier, are already being addressed.

r lÄIE offers a combination of rnduction and CBR. The CBR module allows dl,namic indexing of
cases ard can handle problems such as unleown values durirg consultatioo. The induction module
generates nodes with multiple branches (non-binary trees) and is resilient with respect to noise (t. e.
errors ard incomplete data) in the cases. We did Dot evaluate the nearest neighbour algorithm that is
incluCeC in a later release of KAIE. This was a weakness of the system we tested.

. REI\4|ND offers a combirEtion ofdifferent techiiques (nearest neighbour ard induction). The
mduction system genemtes binary trees using the CART algorithm. The key feature of REIVI|ND is its
ability to use background knowledge ftom experts to improve indexing, retrieval and similaritl
assessmgnt. One wgak point of RfN,ltND is that it is a closed environment and that the case data
cannot be exported.

. S'{ÄSE is a young product with rnany features. lt is very much tied to the SMALLTALK-80
programrung environment which p@vides some b€nefits, but also adverscly aflects memory
requirements, spe€d and the cost of runtime syst€ms. STCASE offers the power ofa real
progamming language to customise featurcs such as the similarity measure, the architecfurg ofthe
systcm and the user interface, and it is firlly portable across a wide vari€ty of platforrns.

A rnajor point to come out ofthe evaluation process was that, altlough the basic prhciples ofCBR
may seem simple to understand, the trllderlying techniques are complex and it is tle subtle details -
never documented ir the literature - that make all the difference. The description ofüe technology in the
first part ofthis Report and th€ detailed discussions on the eEluation, strongly support this vic.\i,.

t x -
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One thing that b€came clear to us after performing this evaluation was that tools alone are not enough
to field a CBR application. To make an analogy, buyirg a saw and a harnmer will not tum you into a
carpenter but if yoü do not havc such tools, you will never become one. For all the applications that
were rcported as being in r€al use, a key factor of success was availabilitv of..first class consulta[cy',
around the tool.

Conceming the CBR market, the reality is that no vendor has yet sold a large onough volume to talk
about the "CBR market" as one would talk about the "database market" or th€ ..spreadsheet market".
However, some forecasters predict an exponential growth oftle market for CBR techtolos/ and the
prcscirt situation may evolve ia the near future.

We believe that a general trend for the future is to have svstems that are more and more open in order to
add CBR capabilities to existing software instead of having standalone tools.

To give a fe€l for tle lariel}- of problems to which CBR has been applied (pure CBR retrieval,
induction-based retrieEl or a c.mbination of both), here is a sample of applications developed using the
technology:

. Amencan furlines lcahnical support ofthe
SABRE airline rcsendion system

o Sainsbury's: help desk for troubleshooting
breakdolvn of sales te.minals

. Afi€rican Express: credit card risk assessment . Lockheed: layout of composite materials m an
autoclave (se€ Chapter 6)

. Andersen Consulting (Midwest insuranc€ client):
property and casualty undenriting

. Matra Space Corporation: satellite fault
diagnosis

. ATT Bell: help desk . Milre air tmffic conlrol

. Black & Decker: cusüomer service hotlinc . Mistubishi Electric Corp.: plant infomation
managcmenl

. Blue Cross: medical diagnosis . Microsoft: Intelligent user assiskace bundled
n Windows

. British Airways: maint€nance ofaircraff . Naheola Mill: prccess control

. Bntish Petroleum: gas-oil separation for an oil
drilling platform

. NASA: proc€ss planning support. Space
Shuttl€ landing decision support system

. Caledonian Papcr: repair fuults ofelectrical
drives

. Nesde. process conffol

. Cfin Intornational: maintenance ofairqaft
engines

. Nippon Srcel. process specification

. Compagnie Bancairei credit assessm€nt . Philips: configrration ofx-ray control
systems
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I o conclude, we lould li]e to recall the follo$'ing saying "Data is a burden, information is an asset"
CBR can potentially tum dalä into ar asset.

. Prudential: life and motor insuranc€l?ompaq: diagrosis of Printers

. Roussel Uclaf data analysisDaimter-Aenz: off-Iine quality control of

M€rcedes gear boxcs

. Shai: arch rtectu raYengineering. DEC: recovering ftom hard disk failures m the

\4\4S oPe.affig s)'stem

Sepro Roboüc: help desk for plasuc injection
press robots

Dun and Bmdstreet: technical support and

invesünent management

o Siemens: selection of slnthetic materials. Elf Aqüitaine: classification tasks

o SINTEF: mud drilling for tho oil industry. French Mtnistry of Defence: command and
control sYstems

. Ceneral D!,namics diagnosis ofsubnarines SITA| telecommunication net['ork
management

The French lrßtitute of rcsearch in agronomy
(INRA): tornato plart diagnosis

. General Electric: mainlenance ofmission critical
equipmerf's

Geneml Motorsr mainlena.nce ofcaß . Touche Ross: risk assessment

UK DeparEnenl ofsocial SecunN. help desk
for hardware and soft{are

GTE| health care, netwo* tramc control and
momIonng

. Honq-r3ll: training US Air Force pilots LrK Electric: maintenanc€ of electrical turbixc
generuors

. Pads' Hospitals: epidemiology Umveßity Hospital Munich: medical
diagnosis, persormel scheduling

IBM: marketing prog.am to assist in $riting and
marketing OS/2 applications

. \TINITI: chemical safetv

. IMS (for Coilte)i forestry management . Volkswagen: quahty insurancc

Institut Frangais du P€trcle: selection of
lubricants

. Westinehouse: nuclear fuel refnement

ITT Europe: rn-process quality c.ntrol of
electronic circuits

E- 
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Chapter 1:
A Short History of Industrial CBR Tools

1.1 History of CBR Tools in the USA

Csse-Based Rersoning (CBR) res€arch in the USA $as boostod by a th€e year Defenct Advanc€d

iJrJarch r-j"o er"n"y (DARPA - now renamed as ARPA) initiative in CBR in 1987 The project's

äi". t" ""*Ut"-,n" tork of several American universities that were carrying out ros@rch in CBR

ä*ä"r" "r" *-a"t"tal company in otder to bl€nd the universities' research rcsults into a generic

äJ* *t. *" **O-t was Cognitive Systems, Inc ' headed at rle time by Dr' Roger Schank a

o'i"*. . **"ntt * promoting CBR technology as arl altemative to other approaches'

By 1990, Cognitive Systems had developed a research protog?e tool called "The CBR She " 'rJnrcn n

i'"r.o" tt* t* **t sh comPuters This tool had facilities for reprcsenting' storinS' indexing and

,"t ieuing "u.".. Appü"ations in several domains were demonstrated' including battle Planning' natural

tanguagJunderstandiry and telex message clässification Aiier demolstrating th€ tool at several

corie."ncBs und *o.xhops in 1990, and having received a lalge degree of interest rn it fiom both

govemment and industry', Cogdtive Systems began 'lcveloping a cofunercial-strength' multi-platform

versionof..l}eCB,/RS}ell,tbatwouldevenfuallybereleasedintlespingof1992asREM|ND

As momgnfum bega,n to build for th€ coiünercial use ofcBR technology in 1990, other US c.mpanies

began to develop CBR tools of vaious kinds ln mid-1991, Infetence Coryoration rcl€ased a CBR-

basedhelpdeskbuildi4toolcalledcmgPREss.cBRD(PREsshadttlerrniqueabilit},tointegate
natural language text into the case indoring aad retrieval process, making it easier for end users to

interact \Äith the case base in the course of problem solving ln addition' CBfl  PRESS had a custom

user interface that was specifically geared towards buildmg help desk applications CBR FxPREss

rapidl-r-' became a fiont rulmer in loowledge-based help desk tools witlL according to tie supplieq over

13,000 copies sold world-wide. Also in late 1991, ESTIEM was rcleased, integated into ihe er'pert

system shell Kappa PC. This provided a system able to integrate CBR with rule-based loowledge

ESIEEM provided CBR capabilities to end users at a significantly lower pric€ than CBR qPRESS or

rG[4tND but with less firnctionality and lißited capabilities for haodling reasombly large d'trbases

After the initial tble€ CBR tools (REl\4lND, CB? EXpRESS ard ESIEEM) were releas€d' otler lools for

performiag various CBR tasks emcrged b the US, includmg:
' The Eas! Reasoner ftor\rThe Haley Ent€rpnse, a too) for software develoPeß that.combines cBR

expmSs-lit<e rntural language handling, ütI tftl\'llNulike induclion and ESIEEMIke abiliry ro
integrale with an expert systcrn shell (ECLIPSE).

' Induce-\t lrenaned öase-iower), which provides simple inductive irdexing fiom t'rc?/ spreadsheets
for case represertation and storage.

A list of some ofthe US comparies that hav€ developed applications r-rsing induction or CBR is
included in the Exocutive Suamary

t,ti
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1.2 History of CBR Tools in Europe
In Europe, up until earLy 1990s, there was little work performed under the headmg of"Case-Based
Reasoning", although sev€ral groups worked with CBR technology under different na.lnes. Donald
Michie, at the Turing Institute in Glasgow, pionccrcd the closely-related field of induction in the carly
'eighties and reported on many impressive applications. tn 1988, KAIE-INDUCION. developed b)'
Michel Manago, was made alailable and was recommended for us€ by Texas Instruments. This
included some CBR features, although the term was not used at that time.

As regards CBR tools developed under that title, three have been developed by Eurcpeat companies

. The fißt proper commercial European CBR shell appeared in mid-1991 .lnitially called CaseWork,
it \ras later renamed KAIE-CBR and is norv sold by AcknoSoft

. A sccond tool, RECAIL, appeared in August 1993 fiom another French companv lSofl, which was
founded in the earl]' I990s.

. The third tool, S,-CASE, also appearcd in 1993. Developed by the German compa.ny teclnno, it
bencfited significantly &om the INRECA prolect (see below).

Europcan CBR research was boosted significantl)' by the three and a half ,"''ear INRECA projecr
(ESPRIT 6322) that started in May 1992 (see also Chapt€r 12 and Appendix 4). INRECA aims ar
integrating induction and CBR techniques for building decision support applications. As mentioned
above. INRECA led to the development of S'.CASE and to some ofthe most recent developments in
KAIE 4.0 Another important CBR research project, which also started in 1992, is FABEL, funded by
the German Ministry ofResearch. FABEL aims at integrating CBR with model-based approaches for
design tasks. The cases consist of graphically-repres€nted layout fiagments ftom an architectural design
domain.

It appears that thc Eurcpean CBR communiq' no.rv has a distinctive character in that tlle emphasis is on
applications rather than on tools, ard on the integration ofCBR with other technologies.

Work on induction and CBR undertalen by European companies has let to many applications. Some of
these have been listed h the Executivo Surnrnarv.
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Chapter 2: Issues in CBR

cBR is influenced by several differert domaüs, in particular cogmtive Psychology, Machine Leaming,

Kao*ledge Engiaeoriry, Infonnation Retrieva'l and Databases ln case-based methods' a new problem

is solved by rccogrusing its similarities to a specific lnown problern and then adapting the solution of

the lro$'n problem to the ne\'"- one By way ofcortrast, other methods ofproblem solvirg derive

solütions either from a general charact€risalion ofa group ofproblems or b.v searching drough an even

more general body of lolowledge (Bareiss,1989)'

Confirmed
Solution

Suggested
Solution

Figure 2.1. The Case-Based Reasontng Cj,cle (Aamodt & Plaza. 1994)

The Case-Based Reasoning cycle may bc d€scribed using the follo$ing four stepsl

' RrTRE\ts the most similar case or cascs;
' RBUSE the howledge about that case to solve the problem;
' RI\4SE and adapt the proposed solution to the new problem;
' RITAIN this experience for ftture problem solving.

In this chaptcr we discuss the important issucs in CBR that arc needed to achieve these four steps.
r nese $sues are: holl'to repres€nt cases, how to defire a similarity messure between cases, how to
mder üem efficiertly ard how to retain, generalise and forget cases. Another important feature ofihe

Problem

i
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above model is the idea ofceneral Knowledg€ or Background Knowledge. This is knowledge about
the domain that is not represented by individual cases. This idea will be ftrther developed in a later
section

2.1 CaseRepresentation
,fl?ar exactly is meant by a "case,, ardl?ol, it is represcnted are two key issues in CBR. In some
domains, a "case" is a spccific problem that has prcviously been encountercd and solved: the cas€ base
is the set ofhistorical records of solved problems and the observed solution is empirically justified. In
other domains, a "case" is an id€alised, Epical wav of solving a problem or set ofproblems: the case
base is a collection ofhlpothetical problems aad corresponding solutions.

For both meanings ofthe term the way cases arc represented or described raisgs important issues. In
other words: Wllat features characterise a case?j How are th€se features exprcssed (using numbers,
s],rnbols, objects etc.)?l What kind of case rcpresentation is needed (flat vectors, predicate calculus.
fiames or object-oriented laquages)?

A case can be regarded as having tbrce features:
. Its description:
. Its associated solution (called its diagnosis, its clrss or its target);
. The justification ofits solution.

Justifications are an explicit reprcsentation ofthe problem solving process. They ca]t vary in complexity
aad may be ignored or evsn skippgd. For descnbing cases there is a wide \,lariety of ianguaggs. We rvill
not present each one in detail, but will instead provide an insight into their main chamcterrstrcs.

2. t .1 Flat Representations
Let us suppose we want to describ€ an application such as the TRA\EL AcENcy domain (se€ scctron
8.2.4). For the sake of simplicity we restrict the description languag€ to fou | ^ftribrltes: Hotet Name,
Price-RegiohandMont.Eachattr iburecanaoneofal istofpossiblevalues,depcndingontst)?e:

. Hote I Nahe rs , stil[lilg:

. Pnce is a number that varies between 50 and 300 ($);

. negro, is a slmbol with a finitc set ofvalues {EgJ,pt, TFol, New yo*, India, ... },'Monthisanordercdattdbutewithvaluestakenfrom{January,February,.. . ,December}

A domain where each case is described by the sarne attributes is called a flat domain. It can eas l, be
represented in a table where ihe columns contain values ofthe attributes and where each row
conesponG to a case (for exanple, see Table 2.l).



However, this may lead to a lot of urnecessary infoßation and to undesirable biases in the similarify
ass€ssment procedure.

Furthermore, suppose we wish to describe two cases: the first is a bungalow with one bedroom
(bedrooml \,Id1e secßAd, is a bungalow with two btArooms (bedtooml alJ.d bedroom2l. hthe ftrst cue,
bedrcoml conlli s a double bed, but in the second case, bedrooml cantairs afüin bed and bedroon2
conlains a double bed. If we werc to use a non-stuctured model to handle thc multiple-bedroom objects
(se€ Table 2.2), it is possible that we would produce bad indexing trees that would fail to retrieve all
tlre relevant cases, or wrong rules such as: 'Täedrooml contains a double bed, theh. " \xhercas the
riglt rule should b€: 'Tthere eists a bedroom that contaihs d double bed, then...".

6 lssues in CBR A Reyiew of Indßtrnl Case-Based Reasoning l oots

Bungalow B€drooml Bedroom2 BedroomJ

Kitchen Rooms Type ofbed T)Jpe ofbed Tlpe ofbed

Case I

Case 2

Equipped

Equipped

I

2

double

tllin

lrrelevant

double

Irrelevant

Irrelevant

Table 2.2. Flattenng a stuctured representatlon

In fact- the first rule is consistent with the wal, we have r€presented the cases but hils to capture the
intemal mcaring. It questions rÄhether ,edloom1 contains a double bed, whercas what $e want to know
is whether there is a double bed ir any bedroom.

This example dernonstrates that the way cases are represented should be consistent with the way the:/
are to be used internallv.

Flat representations cannot adequately cope with information bascd on relations bet\l-een various sub-
parts: for this we need to go beyond reprcsentations based on propositional calculus and look to
representations derived from first order logic. Some representations oft-his t$e are:

. Annotated predicate calqrlus,

. Conceptual graphs:

. Semantic ncts;

. Frarnes arü objecr4riented languages.

The MARINE SpoNGEs domain (see section 8.2.3) is best handled b_\, a structured reprcscnlation
describ€d by an object-oriented languag€. A flat language cannot capture the required complexity

2.2 Assessing Similarity between Cases
An lmportant stcp in the CBR process is computing the similarity between the new case those in the
case base. A similarity measure should have the following properties.

. It should be reflexive: a case is always similar to itself

. lt should be slmmetric: if cas€ I is similar to case I, thcn case B is also similar to case ,1| ln that
sense, "similarity" is related to the notion of'?istance".



^...^..t|üdustrialc6e-BarcdReasontnpTools Issues h CBR 7

fire global drstance bef'veen two cases is computed fiom the local distances in th€ attribute drmonsions

Finalty, similanty is not atrays tansitive. That is, ifA is similar to B and B is similar to C, we camot

alüäys conclude tllat A is similar to C For example, a white BMW is similar to a white Renault and a

{.bite Reiaült is similar to a red Renault, but the white BMW is not similar to red Renault

1 , 1 Local Similarities

The ovemll evaluation ofthe similarity betwe€n two cases is based on the computation of local

similarities betwe€n each altribute The local similari8 may vary. depending on the attributes' type or

the size of the scts on $hich tle similarity is computed. For instanc€, 1 0 is more similar to 20 if the size

ofthe possible intenel varies from 0 to 1000, than if it varies from 0 to 20 h Appendix 2, rve prcsent

some frequentl,v used local similarity measures

Local similarities are generally defined on a restricted interval, for examplo, [0, l]. This normalisation
enalles the user to combine them to evaluate global similarities (see section 2.2.2). Different loca.l
similario measures can be used to cope with various dala q?es. These measurcs arc predefined in
most ofthe CBR tools. Howevcr, it may be useful to define ncw local similarity measurcs, better suited
to a specific domain. Some tools allow tle user to define them tbrough a programming larguage, or
even to set up the similari8 natdx directl) between attributc valües.

7 1 7 Global Similarities

Once a set of local similarities has been defined for each attribute, it is ne4essary to combine them ul a
global similadt-v moasure. Hence, a global similarity SIM b€tween two cases,4 and B described byP
attdbltes, can be expressed by:

SiNI(1, B): F(Stmr(ar, b1), Sim2(a2, b2), ..., Simp(ap, bp)) (l)

mcrc Fr [0, l]P +) [0, 1]

Below are some global similadt_v measures; some ofthese arc also used to describe distance merics.

-.}-.

Table 2.3. Global Similahry Measures
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' p > 0 , ( r ) i > 0

. ai(resp. bi)

. Simi

p is thc numbcr ofannbules. (dr rs a reler?nce uerght t I tl = | t.

sel ofposstble values of,4 {respectiveh Bl for anribuLe r,
local srmilanty measure as prelentcd in prc!,rous sectron.

Global similarity measurcs are usually pre{efined in CBR tools: for instarce, the default global
similarit_v in RrftltND is the Block-City. It is important to have the possibilitv of providiry a \aerglt
matn\ m $hich the values can be fieely defined by the user, or automaticall], computed b],the tool. In
S ICASE, the wcight matrix computation can be achieved vja a learning prccess.
Sirmlaritv asscssment is a key part ofreasoning witi cases. However, no similaritl measure is ever
perfectl)' appropnale for all application domains. The best procedure is 6ßt to try the known smrarity
measures and then. ifthe results arc not convincing, switch to more complex functions that are domain
dependent The dct€mination of ,,eights is also a.n rmpofiant means of tuning a system where statistics,
knowl€dge acquisition and tests can help achieve bctter rcsults. It is thcrefore important to be able ro
define one's orm similarit], functions withn the tools. Some tools offcr the possibilitv ol programnmg
custom slm aritv measures.

2.3 Case Indexing
Case indexing is another imponant aspect ofreal-\r,orld CBR applications. The goal ofcase mdexing is
to select a subset ofthe attributcs to be used in ordcr to speed up retricval. Tlese attribures are
gene.allv organised in rn index tree. A retrieval task stans with a new case and ends \!.h€n the ..best
matchmg" case has been found. In theory, the better thc case indexing mechanism, tie fas.er rne
.etneval task ought to be

There are nvo approaches to rndcxing: the computational approach a.nd the representational approach.
In the computational approach the index is used to serect a subset ofcases that are then hnearly
sca.nned There is no xay of incorporating a method of using the index Into the indexing mechanism.
For example- in an index tree it is not possible to re-r,tslt a nodc The advantages ofthrs approach are
rts simplicitv and its speed ofretrieval. Examples are the ID3 or CART algoritlms described m sections
3 . 1 . 2 a n d 3 . 1 . 3

ln thc rcpresentarioiral approach, it is possible to include the method for its use in the index. For
example, it is possiblc to back-tmck over previous nodes in an rndcx tree. This should proülce befterquali!_r" results but can bc slowcr when looking for a large number of similar cases. T*o examples of
thrs approach are presented below: a dlnamic induction technique in section 3.1.5 and &_{r rees m
sectron 3.2.2 (section 2.3.2 descnbes how to build such a tree, whilst section 3.2.2 descnbes its use).

2.3.1 Indexing Options
Indexing options directly influence the way the cases arc retrieved. An obvious first option rs to havc noindex (linear retricval). This option is available in most CBR tools and has a number ofadvantaees:
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. ft Norks 1v€11 on a sma.ll numb€rs of cases (the emciency of the retneval prccess depends on how

complex the similarity fllrction is and on how well it is prograrirncd) aJ}d when most of the

attributes are relevant;
. It güara.ntees to prcduce a list of cases mnked by their similait-v to the new case;

. AttribüEs can directly be weighted to alter their relative imponanc€

The nain dJa.'\,back ofthis apProach is tlat tie rcrrieval time is Lin€ar: ifit takcs one sccond to scan a

database of 1.000 cases, it nitl take two seconds for 2,000 cases, etc. Ifaccess to cases is slow (for

example, cases ate not stored in main memory and th€y have to be accessed over a local network), use

ofan ind€x becomes n€cessary'

The second option is to build an index scheme where the most important attributes are organised in a

fte slructurc (fÄTE, IIEMIND and StcAsE all provide such a mcchanisml ). The most cornmon hdex

üees are decision trees (see se.ction 3.l) aad,td trees (se€ nerl section and section 3 2.2) Us€ ofthes€
trees considerably spceds up the retrieval proc€dure by using only a small subset olthe attributes: this
leads to the selectron ofonly a subset ofcases ofi which similarity assessment is computed However, it
is important to allow back-tracking in the index scheme because ofthe danger ofmissing some similar
cases tbat are not well indexed (see section 3 2.2)

The third option is to use background howledge in the form ofa set of "prototpes" or rules that guide
tie search torvarals specific cases (as in l?tllllND). Using this option, the retrieval process is similar to
tllat of usiry an index tlee. Ho\1'eve., prototpes are directly definsd by the user whereas rndex üoes are
created by ihe system.

Finally, some h_r'brid approaches combine different indexing schemes. For instance, it is possiblc to
cham an index tree or a proto$pe with a linear retrieval approach. More complex systems in academic
envircnments use a hierarchical drscrimination network based on cases and attributes. that evolves ove.
time. For insla.nce, the d).namic memory model, developed in Kolodner's C\aUS system
(Kolodner, 1983), is based on a hierarchical structure of"episodic memory packets' or "genenlised

episodes". The case memory built in the PRoToS system (Bareiss, 1989) is embedded in a nets{ork
structure ofe',emplar cascs. inde\cs and caLegones.

Tbe current CBR lools use only rhe üre€ first optlons.

2.3,2 The ft-d Trees Indexing Mechanism
Ir this section we present an indexing scherne, originally developed for databases. that spceds up case
retneval. h is used for o.ample in S'.CASE. An index tree is used to pre-process d1e attdbute values in
sucb a way that the number of cases classified as "interesting" can be reduced. For case retrieval it
opemtes llke a fixed indexing structure. In this section, we shou' how a ,t{ tree is built. In scction 3 .2.2
we discuss hos,a &-d tree is used for case rctrieval.
A A{ tre€ is a binary search üee ttrat uses multipte attributes. The aim in building a &-d trec is to create
a wel-balanced binary structure that makes the searcb €asier and faster.

_ supplier's note: the current versions of CBR E(PRESS and EsIEE[]t also ofier üeelike indexing
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Every node within the,t{ tree rcprcsents a subset ofthe cases ofthe case base. The root node
represcnts tle *hole cas€ base. Every inner node partitions tlrc set of cases rcpresented by üat node
into two disJoint subsets, using a discriminating attribute (for deta s about how attributes are selected
and cases are partitioned, see Auriol er al , 1 994)

Within the fd tree an rncremental best-match search is used to find a set of n most similar cases
(nearest neighbours) within a set ofN cases with k specified indexing attributes (see section 3.2.2). The
scarch is guided by application-dependent similaritv measures based on userdcfined valuc ranses.

v

40
30
20
l 0 <15

ffiF'tl
Figure 2.3. Exanple ofa k4 tree

Figure 2.3 shows a set ofnine cas€s (A to l) in a 2dimensional attribute spac€ (X and y). The bold
lines show how the set of cases is partitioned duriag the creation of the ti tree and the resulting tree is
sho$rl to the right. The partitioning stops when the number ofcases rn a partition is belo[ a user_
specified threshold.

2.4 Retaining, Generalising, Adapting and Forgetting
Cases

Retaining, generalising, adapting and forgefting facts are major functions ofth€ humar bram. Current
AI techniques can seldom perform a.ll ofthese at the same time. CBR tools can merely record new cases
without generalising or forgetting them. Nevertheless, these topics are important for real-rorld
applications and some acadernic prototlT,e tools (e.& pRoTOS or CYRus, see section 2.3 I ) have been
built to investigate how such features might be implemented. Note that in CBR E(PRESS rt rs Dossible to
archlv€ a case so tJEt it is no longer taken into account during retnevalt.

Depcnding on the application domain, adaptation may bc necessary but none oftoday's cBR tools offer
support for adaptation other than by explicitlv progamning the adaptation firnction.

c(20, 40) H(70,3j)
(65, 10)

F(50, 50)
c(60. 15)

r Supplier's note: l(A]E 4.O atso offe.s these feannes.



i

) Rerte||

Chapter 3: SamPle Algorithms

To unplern€Lr1 a CBR systenl a number of algorithms ne€d to be us€d As we have seer! thcse are

-llll, ," "n"ut" out.l retrieval, to burtd indexes and to assess case similariry' ln tlis chapler rle

lll.,ii. Jt""*.. ln al these caregories: ID3 ard CART for retrieval' dFamic iiduction änd f-d rees

for buildilg indexes and IBL for assessing case similaity We concentrate on lhe algorithms' mam

iae,u.uoda.so.ptions-dshowtherisksinvolvedinusinganilappropriatealgorithm'

A system is not nec€ssaily classified as a CBR system on the basis ofits underlying technology Many

uioo.r*'no "t ttt tt*tt of CBR sys1ems have be€n inspircd by work in statistics' information theory'

da'tabasesandrnformauonrerrieval 'Thekqqueslionisnotsomuch..ff ial ist icunderlying
lechnolog- used by the system?"' but rather "ls tle technology used in a uay that supports CBR

activiry-?". Therefore, the choice ofa CBR algoriüm has to be guided by: an understanding of its

underlyingassumptions;holl't}reCBRapproachcarrbeapplie,dtot}reuser,sproblem;whatitsstrcngl}ß
and Limitations ate; a.Dd by what occu{s ifthe underlirag assumptions do not hold in a specific conlext

3.1 CEI{ and Induction
There is a lot of confirsion about the relationship betwe€n induclion and CBR This stems fiom the fact

dlat induction can be used ln two \iays:

. As a problem-solung techruque. which assigns a new case rc a class'

. As a meals ofbuilding a tre€ which is then used as an indexilg meahanism 10 a case base for

It)LlttsiMt Case'ßased Re Algorithms

3.1.1 What is Induction?
Induction is a technology that gen€ralises training cases (examples) lt automaticalll cxtracts
Ioowledge from cases in the form of a decision tree or a set of rules This general knorlledge (se€
Chapter 2) is tlrcn used to solve new problems. We distinguish bet\a'een a pure inductive approach and a
case_based one because induction first computes an abstaction ofthe case database (a decision tree or
a set of rules) and theD uses only tlis general lqowledge to solve new problerns During the problem
solvng stage (for exalnple, the consultation ofa decision tree), thc system behaves as ifthe case base
no longer exlsls. On the other hald CBR rnakes direct use ofpast €xperienc€ (cases) during problem
solving. Induction and CBR can both be viewed as ar approach to developing expcience-based expert
s) stems. Induction compiler past experiences into knowledge that is then used to solve new problems
CBR directll itl?,'plets past cases in order to retrieve similar problems whos€ solutions are adapted to
solve the current problem. We briefly intIoduc€ ID3 as an exsmplary inductive algorithm (used at the
hean of KAJE-I\.DUCTioN) and CART. the inducrive clustering algorithm used in REN4IND.
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3.1.2 Inductive Approach to Learning from Cases: ID3
ID3 automatically builds a decision tree from a databas€ oftraining cases. lt uses a "grcedy ' search
strategy (hill-climbhg) ard a heuristic to choose the most promising attributc. This heuristic is called
"information gain" and is based on Shannon's entropy function (Quinlar! 1983). At each node in the
decision tree ID3 evaluates infomation gain for all the attributes that are relevant and picks the one that
is the most discriminatmg according to this heuristic.

For instance, let us consider the following subset of cases liom thc TR AwL AGENCY case base, \r'here
the target attribute is the Hotel nahe.

Table 3.1. A Database ofHotek

An mductlvc decision tree built with ID3 could have the follo\aing form (Figure 3.l):

: April

Cairo
(Case 4)

Cairo
(Case 2)

Indid

Maharaja Splendid
(Case l) (Case 3)

Fiqure 3.1. A Sanple Decision Tree

The information galn measurc estimates how well a specific attdbüte (Price, Rcgion, Month)
discriminates betwccn the different classes (Calro, MalaraJa, Splendid). At cach node, ID3 selects the
attnbute that yields the highest increase in the information gain measure. ID3 generates non-binary trees
(fot exat'],ple. the Month2 nodc has three branches in Figure 3.l). It is very efficient on large dafa sets
(using its greedy search approach) and it generates decision trees that are well-balaaced. This has
advartages however the tree is used.

If we use it in a pure inductive way, the fact that it is well-balanced means few qu€stions will be asked
on average before reaching a conclusion. (A tree is used in a pure inductive way if we consider that
intemal nod€s ofthe tre€ corr€spond to questions asked during a consultation and that leafnodes

Month?



t=-
, -^ ^t lhdunrßl Case-Bared 'Rea'ro't'g Zooh Sample Algorithms ll

.^-"snondtoanswefs)IfweusethctreeasanindexingmechanismforcBR'thcfactthali t iswell-_ ['ill be madc on average to identiry rclevant cases
hahnced mcans üat te$ rests

sonelools,llkgyÄIE.INT}UcTloN'usethebasiclD3ftaneworkbutcanhan.llecomplexdata
represented by sttuctured obj€cts witll relations and can use background lctowledge

I
I
!I
I

3.1.3 .A.n Inductive Algorithm based on Statistics: CART

CART is an example of a CBR method that relies on a statistical approach, called the Bayesnn

ipproach, in order to build up indexing t'ees The induction tree generator of REI\4|ND uses such ar

"nlrou.t *t.n "r*ring its indexrng mechaorsm. This method is based on computing the "impurity" of

"'..t of.n,... u.*,d,ng to a specific targer attribüt9 that partitions drc s€t of cases ' The impurity may

be vie1l ealas a measure ofho{ heterogeneous the set of cases is in terms of balancing differem subsets

Whcn building the tree we choose, for each node' the attribute that ma_ximises the "reductlon of

mDuflt\"( ieüe&fferencebehveentheünpurityofa"fatlor"nodeandtlatofi ts"children")Unlike
rlrernformarrongarnmeasureusedinlDS.thisapproachreliesheavilyonstatistlcaldataanalysisltbe
rcdüction of impurit-v is e4uivalent to the distance of Kolmogorov-Smimov used in statistics for

creating segmentation tre€s. The usual restrictions x'hen using a statistical method have to be tälen into

The independenc€ assumption for tle atdbutes is partiqrlarl,v impofiant. Ba,ves' theorom states that the
probability Prob(H / A1 ̂  ^ A of having a hlpothesis H verified when obsen'ing the values of a set

ofattibutes (At ^... ^ AJ, is equal to the ratio ofthe prcbabilrty ofobseffing H and (41 ^ ^An)

simultaneousl), with the probability ofobserving (41 .r ... n A/:

Prob(H&(l n... r' A
Prcb(H (Al ^ ... ̂  AJ) =

Prob(lr  ̂ ...^ l,)

As the information regarding Prob(H & (At ^... ^ AJ) may be very hard to come by, a more usetul

form of Ba)€s' theorem is:

Prob(H I (Ar ̂ ... ^A ) = Prob(H) x
Prob((E& (,4, r , ' A"t\H I

Prob(/, n...n l,)

Unfortunatel], Lhe computation ofProb(At ^ ... ̂  AJ requires the estimation oftle conditional
probabilities ofall subsets ofatt.ibut€s given a hlpothesis - a number that grows exponentially Ifall
the attributes were independent - i.e. if for any attribute i, Prcb(A) = Prob(A A;) - we could make
use ofthe fact that prob(At ̂  ... ̂  AJ = prob(Ar) x x Prob(AJ.

Although the independence betwe€n attributes is a findamental prere4uisite for usmg the technique, it is
often overlooked by those who provide and use AI tools. The statistical significance ofthe case base
and tlle independence of attributes are also rnaior restrictions ofthis approach. These assumptions
seldom hold ln rea.l life domahs.
Some lmplementations of CART, such as the one used in REI\4|ND, generate binar! trees \i'here all tests
are ofthe form '?egia, = India (yes/no)" '?egton : ECSpt (yes/no)", etc. However, the basic CART
algoritbm can be e{enaled - with a corespording high computational mst - to prcduce non_binar} tre€s
ot the same fonn as ID3: ..Regro, : ? (Irrdia,EglpV...)".



14 Sampl(^ Algo'ittutß .4 Rewev oftndustriat Case_Base(t Reasoning Tools

3.1.4 Limitations of Induction Compared to CBR
Pure induction presents some limitations for building decision support systens that need to handle
mlssmg values durirg consultation: information about examples is generalised a*ay during the
induction phase and is no longer available during consultation.

For instance, Iet us consid€r the subset of cas€s described in Table 3.1 and considca the consunatlon of
the tree in Figure 3.1. Ifthe user answers ..unlglown'. to the first question conc eming $e nonth and
then "India" to the question about the Re8?or, the result provided by the llee will be ..Maharaja,, nith aprobabilio' of one third and "cairo" witi a probability of two thirds. However, if we consder the cases
at the "Cairo" leafnodes (Cases 2 ard 4), we note that the attdbutc _Regror? has the value .,Eg}?t,,
ur ike the curent case *herc it is ..India,' Therefore, tle current case is closer to the ..Maharaja,, hotel
than to the "Cairo" hotcl and the co.rect conclüsioü ought to have been ,.Maharaja,, with a probabilrty
of one. Unfortunately. the information about the Reglo, of Cas€s 2 and 4 has been generalßed away
during the induction plEse and thrs information is no longer available durmg consültatioll.
This problem is not caused by the particurar induction technique that üe have used - we could have
used another induction algorithm or even built the trec by hand. lt is not caused by the dccrsron rree
formalism - we could have used rules (even chaining rul€s) instead ofa tree. This particular problem is
due to the fact that $e are reasonilg using absrra ct Lno.re leLlge ajfld,have lost some useful mJörmation
that was o.ginally contained in rhe araining cases. It is therefore a flaw ofthe kro*iedee-based
approach to problem solving (reasonng about a problem using abstrect kno*ledge). ln order to provide
a general solution to this problem, we must adopt a ,.pure,, CBR approach that does not use a {ixed
indexrng mechanism. Some cBR-rike s),stems that use fixed decision trecs to hdex the cascs sufer
from the same pitfall.

ln section 3.1.5 $e describe a technique for indexing cases dl.namically. As with the inductrve
approach. case identification is based on a minimal number ofattnbutes. Oth€r CBR techniques, based
for instance on nearest ngighbou^ (see s€ction 3.2), r.rse the full case description instead ofa minimai
subset to ass€ss tie class ofthe case. The best approach depends on the application in questlon_
Ifthere is a high cost associated with answering questions (for exarnple, in order to perform some rcst
on a piece of equipment, you have to take it apart), lou are clearly interested in minimising the number
ofquestions lfon the otlrcr hand you obtain alr the infomation fiom sensors and the cost ofansweringqueslons is inelevant, therc is no overhead in answering all the questions and the only issue is the
emcienc\ o[the nearcn ncighbour rnarchDg.

J.1.5 A CBR Approach based on Dynamic Inductive Techniques
An mteractive approach can be used for d),namically indexing cöes mcrementally. hstead ofbuilding
the overall decision t.ee and then forgettiag the cases (as with a purc inductive approach), we can usethe sane t€chnique to build a single pati, step by step, based on tle answers supplied bl, the user cluringthe consultation. For oxampte, I(ATE_CBR uses the information gain cdterion to dete.rnine tne o""t
attnbut€ to b€ chosen at a particular level, but it develops only the subpart that corresponds to theanswcr supplied by thc user. rfthe user answers "unknoq!',, it selects the ne\1 best o;e and so on. Thenumber of cases inder@d in this path decreases quickl], until a sufficiently similar case is töund (or untilthe user decides to abort the consultation).



r "r,,< use onc,e again use tle case base ofFlgure 3 l According to the entropy criterioi\ the best
Ltt i' l"-^ * *"-o"a ,s Mor?rr. lfthc user answers "unknown", the nexl best attnbut€ is chosen' for

llr"r'i ir." ,** " *"shold of I5o that is automaticallv computed by the algorithm)' until the user

llri", - "*""t t"npose ltre user answers 130' we can conclude thal tle hotel is "MalEraia" Only
tTI^," 

i,-"n ofaft" u." is dcveloped and ß used as an index for the next new case This allous the
'-t-,är" 

o, i"-a'', tdex the cases based on rlre mrormatlon ala able at nrn lime

3.2 CBR Methods based on Nearest Neighbours

Mo$ practrcat CBR methods re\ heavily on the stan'lard nearcst neighbouß' algorithm The K-

"."r.r,*.igLU** "lg""dm is well-kno\'n ur the 6eld ofsraustlcs (classiEcatron aJü non-paramelric

är",tJä -"ttr*i Suppose we have a set oftraining cases and the vatue of the tatget attribute CI

ü.'irr., o t"o*" tr = 1, ..., L). The sladsrical approach aims at evaluating the probabilit! Prob(ct L

;;;;;* case x belongs !o class cl with respect to the classes of the cases in its neighbourhood

Ba-ves' thgorem $ales:
f, ( X)Prob(C, )

Problcl lX) = '- 
ftX)

where Ptob(Cl) is the a Prjoti prcbabtltdy of class Cl in the case base:

f(X) is tlle density function of class Cl ir the neighbourhood ofX;

flX) is the density füction of the cas€ base in tlle Deighbourhood of X'

Pragmatically, the size ofthe neighbourhood is given by the number ofcases that belong to it ( t e K'

fromwherethealgorithmderivesitname)andthedensityfunctionsarcestimÄtedbyfiequeDcies'The
probabilitv is üen simplified to:

Prob(C1 x) -!

where nl is the number of cases among K that belong to class Cl

The nerv case X is assigned to the class Cl that has the highest probability

ln practice, rle computation ofthe K-nearest neighbours requircs the evaluation ofthe similarity ofX
\^ith each case ifthe case base. Section 3-2.I describes the atgorithm IBL tlat implernents the basic
ideas olüe K-nearesr neighbours algorittm.

Ifthere are maly cases, a linear scan ofthe case base is inefficient. Various case indexing mechamsms
(see section 2.3) may be used for limiting the search sPac€. In soction 3 2.2 we explarn how tho
hdexing rnechanism off{ fees can be used to reduc€ tle number of accesses to the case base

) Re1'9: In tj u stt a I C o se' Base d Re ason nB T o' I s

3.2.1 A Sample Nearest Neighbour-Based Algorithm: IBL
IBL belongs to the class of clustqing algorithrß. It leams ho\\ to divide a set of exänplss into different
categones. lt ca.n be claracterised by the following tllre€ functlonsi
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l. Sitnilariry f ncnon. Tl\is fiuction computes a numerical valu€ for the similarity between a case
ofthe training set and a new case;

2. Classifcationf) ctior. This function interprets the results ofthe similariry ftnction and
computes the class of the new case;

3. Concept descripton rpddtel. This futction decides which cases have to be inserted in the
conc€pt description and updates the classification records ofcases in the concept description.

The basic similaritv function used is:

Sini larity(x , ),) = -,tr;
where cases are described by p attributes a.nd
" , . .  - .  .  ] t *  - y , ) '   i f  x .  y ,  a r e  n u m e r i ct { x , . y , ) - l

Ux  i  y . )  i t  r .  y  a re  symbol ic

IBL can be described in the following algorithmic notation:

Classificd Data = O
for each Case x e Case base do

L for each y € Classified Data do
Simlyl = S imilarit) (y, x)

2. .vma* = 0''r, ..., fd such that Simb.kl : max (K-nearcst ne€hbours)
3. if class(),mJ = class(x)

then classification is correct
Classified Data: Classified Data v {x}

else classification is incorrect

Other versions oftle algorithm include more balanced similarit_v finctions, attribute weights, filter on
noßy data, etc. But the basic adrantages ofthis algoritlm remain the same:

It allows incrcmental learning;
It can leam incomplete concepts.

On the other hand, there are some drawbacks witi the K-nearest neishbours method:
. It makes no genera.lisation ofknowledge;
' It requires that the cases be rcprcsentcd as a flat table;
. Each new case needs to bc compared with all cases ofthe database

3.2.2 Retrieval with Indexes in /.-d Trees
In practice, the last drawback is often the one that males this approach inefficient. Wlen cases are
stored on a hard disk, or when th€y have to be accessed over a local network, the time necdcd for
loading each case bccomes significant. Th€ number of accesses to xhe case base becomes a key factor
affecting s]'stem performanc€- The uss of indexes avoiö the need to scan the whole case base during
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. ,r 'l,o."hv lmprov€s the overall CBR system As already stated in section 2 3' nost CBR
rcdetalanuu'! '"r '  - ' '  iectlonwefocusonthe'L{tr.€retr ievalmechanism
t-i.* pto*ot t ta"*ing scheme 1''o'rs !

I tt ,r* oi at *" "-"s ls traversed recursively ftom its root to look for the K nearest neighbours of a

ner'; case ttle urputs oftlte searcn aie:

^ -"p^ (ne\\ ..!rc' speclrylng lie 6lues of4 attributes'

: I:;;;; I "it""' to be rel"eved' or a minimal sinulariw üreshold smin:

. A /._d tree' represented bY ß root

*,-"o rhe seatch, a pnonfy llst is maintained tlat' at any given time' contains an ordered list ofthe
'' ' "rity to the new case The recursive search proc€durc

crrnent K mosl sinilar cases ancl ülelr sÜrÜr'

abequrnng \\1 1 üe rool nodc) is bounded b) two tesls:

. tt,l'" "o,.I'"nt nod" i. u final one, the priority list is modified according to holÄ s;milar th€ new

case 's lo lhe cases belongrng to this node

. ü*" "u.r"n n*" o not a 6nal onc, the procedure is iterated on the child node specified by the

ralue ofthe annbur ofthe new case for üte current quesion

' ,t So*ar-Ouertap-eall (BOB) Bool€an test is tien made to detetuine whether it is reasonable to

inspect the other child nodes lf this test is false' the partition ofthe other cluld nodes carnot

contain any K-nearest neighbours wilh rgspect to the new case and they are not examined further'

tf this test is üue, the procedure is it€rated on those noiles'
. At the end ofthe proc€-dure' a Ball-Within-Bounds (BWB) Boolean test checks whether or not

all the K nearest n€ighbours have b€€n found lf it is false' the searcL is ext$ded to prevlous

nodes n the tre€.

BOB and BWB are rclativcly simple geometrical proc€dures They allow the system to test whether or

not a glven node may prov,1de candidates for the K_nearest neighbours list' /ir' out comPutvg the

sinla,tnes iiü ol po.'irle cdser. This relies on üe follo$lngnlo maln ideas

' The query (ne\\ case) Xq is considered as tie cenüe of a qdimensional ball' $'hos€ radius is

exactiy given such that the Kü neighbour is located on the sufa!€ ofthe ball All the cases ofthe
pnoriq list are located witlin this ball.

' A case belonging to the data space is a candidate only ifit is located withh rhe ball (that is' if
its similantv with xq is great€r than the similarity between Xq and the Kü neighbour)

50
40
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20
1 0 . I
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Figure 3.2. Ideas for the Bound-test with 5 cases

I
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Figure 3.2 disptals ti€ bound test gemetrical proc€dure for the n€w case D. The bal size can be
defined nln two different \\ays: directly tlüo.ugh a predefined user tlresho ld or indilectly by setti\g aminirnal number of cases to be retrieved_

BOB rcst

In order to recognise whether a node of the tree is ,.of intercst,, ( ,.9. whether il may contain some
candidates)' the g€ometricar bounds ofthe node are u sedto &frne a test poiht in the alimenslon
currenuy investigated. Ifthis tesr poht is in the ball, then the ball overlaps witr the node and there mav
be a candidate for the priority list in this nod€. This search is performed by the BOB test
The example below shows that Xmnll belonging to the node K1 is in the ball (and it may, therefore, be
ofinterest to explore this node), but Xmin2 and Xnin3 do not belonq to it.

BWB test

The goal ofthe B\lts procedure is to decide whether or not all K_nearest neighbours have been found.
This test is madc during the search procedure each time a node of the t{ uee has been investigated.
The question that ne€ds to be answercd is: does the ball around & Ii€ comptetely within the geometric
bounds of already explored nodes (let us call this set the ..bounding box',)? Ifthe arßwer rs posrtrve. ta
means that no case that lies outside the bonnding box can have a better simila.ity with Xq thar the cases
already stored in the priorit_v list. Wllen the search is finishcd, its results are stored in thg pnont-v llst.
To carry out this test, we have to verify whether or not the bounding box intersects the ball. This
verification can easily be performed with simple gometrical tests.

Iigure 3-4 shows a successful BWB-test in a twodimemional soace.

Figlre 3.3. BOB Tesl
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Figte 3 4. BWB Test

Final Remark about the Indexing Mechanism Problem

Using a retrieval mechänism baseal oD ind€xes can significantty detrease llrc number of caqes that have

to be scann€d during the K-nearest neighbours process However, we must keep in mind that a

sigoificant amount of time can be spent in building the irdexing schemes and in implementing the

retrieral mechaaisms. Secondly, the effciency ofthe retrieval mecharism depends heavily rn the

attribute tlpes. For instance, tle &d tee mechanism cannot emciently handle slmbolic attributes.

Finally, the time spent by the mechanism itself ma-v be significant if many tests have to b€ perfotmed

(for instance, ifthe new case is poorly defined).

The best way to deal with th€ indexing problen is ptobably to start wilhout any hdexing mechanism
and to test *hether the system developed car scan tle entire case base in a reasonable time lf camot'
stud,v the tlpes oftle attributes alld develop a custom indexing scheme For instance, a causal model
for s],mbolic attributes, or an indexing tree for numeric ones. Ifthe database is only accessiblc through
a network, it is usually necessary to develop a retneval structure.
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Chapter 4: Positioning CBR
In this Chapter we compare and contrast CBR wilh techniques deril,ed from infomEtion rgmeva!$aüsrcs, pattem rccognitioq knowledge-based systerns, machine leaming ard neuül net.norks.

4.1.2 Induction and Credit Scoring

4,1 Positioning CBR and Statistics

4,1.1 CBR and Linear Discriminant Analysis
A compaative sfudy between lineaa discriminart aralysis and CBR was conducted at Daunler_tsenz ona gearbox quality control problem (Flübert & Nakhaeizadeil! I 993). There were 7,080 cases rn the casebase, dcscribed by 56 attdbutes. These cascresurts were e ruated thrcueh " -"*-"";;:;:ä1::":J: ;j#ff:'""$"::-#lip#learnrng ard the .ernaining ffth for testing. By selecting different test and leaming sets randon y eachtime, Dairnler-Benz calculated the average ofthe results for five differcnt tess. ,fie folo*rng tattesurnrnarises the results in terms of the average percent ofgood results.

Table 1_1. Compa son between Care-Based Leaming and Linear Discrituinaht Analysis

The statistical method perfomed poorry compared to the case-based reaming method. Lineardiscdminafi analysis requires a sizeable amount of öta for conect operatiotr (for exampre, ro esnrnatethe median of each class and the global covariance matrix). Theoretically, for 56 attributes aad 9lclasses, 1,603 pararneters have to be computed. Even with a large number ofcases, all tnese pa"amaencamot independcntll, be estimated. Hence, the lin€ar discriminant function is biasj towaros the first_esrmated parameters.

A comparative study between an inductive approach (implern€nted using KAIE-INDUCT]oN), a statisticaldata analysis method (credit scoring implemented using the SAS language) and a .ule_based expertsystem (created by interviewing experts) was conducted for a c.edit ass;sment application (perray,1990). The case base contamed 735 cases described by 40 numeric aad s).rnbolic attributes. lleproblem was complex for a statistical toot because, on average, 80o% ofthe atrributes had unklorrn

Tests Cas€-Based Learning Linear Discriminalt Analvsis-
Atgorithm
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{alues. The 6nal eval'ration $as conducted by tle end-user rvith 300 new cases that werc not presented

dunng the inductron Phase-

-perfect" means that the answ€r r\as exactly the same as the one provided by four financial experts.
-Near" means that the right answer uas provided with a probabiliry above 0.6. Comparcd to statistics,

t indocrion produced significantly better results. The loowledge er'1ract€d from the data was explicit and
" "ould be evaluated by field expens. The reasons why credit is grantld - or denied - can bejustified by
) sho*ing the corresponding rules thal have be€n extacted &om the data or the cases that have been

. retrieved. Compared to the expet systar! induction enabled deiivery ofthe application in significantly
lessüme.

4.1.3 Comparison between CBR and Statistics
In the previous nvo sub-sections we prcsgnted applications *,here CBR and induction-based techniqu€s
perfo.med significantly bener than statistical methods. How€ver, we should not jump to the conclusion
that CBR is ahaays b€tter ttlan statistics. Statistics and CBR are complementary techniques III rnan!
problem-sohing processes. Statistics works well on la€e a.rnounts ofstandardised data to test hrown
hlpotheses. Ho\lever, most statistical methods are not suited for exploratory aralysis ( t.e. when all
h)?otheses are not yet loown) because they require sfrong underlying critical assumptions that are
often ovcrlooked by the end-user (for exaftple, the independence of attributgs)
In addition, when using statisfical methods, it is hard to t?ke into ac€ount cornrnon sense or background
loo\'ledge. CBR on the other hand can ruke use of background knowledge when available smce lt
mrcgmtes numenc as well as slmbolic techniques.

4,2 Comparison with Information Retrieval
. ,","uy! LöK and htorrnation Rcrieval l lR) have a great deal in common and are often used forsnuhr tasks. rhcre arc relahvely few srudes comparing the two techniques This may be dueto the factuut I öK and IR ongüated fiom - and were developed in - rr,lo differenl commururjes.
'-\ rßt r( rocuses on fetrievng relevant infomation from a database (case base) ofcollected data.-""' attot" tter:ble ilatabase quelving and result in a collection ofrelevant but inexact matchesr this is

I This includes tuning the credit scoring funclions u$ng tie sAS langüage.

I able 4.2. ( omparatNe Study berween slonsncs and ( BR
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the mah diff€rcnce betw€en the two technologies and rclational database sl,stems). CBR and IR differ
in the following ways:

. Data type. V,[hereas IR methods rnainly operate on texlual data, tmditional CBR methods operah
on vectors of several basic data q?cs: real, iDteger, slmbol, Boolean, stnng, €tc.

. Amount of data.lRmetJxÄs can handle huge amounts ofdata. IR can search thousands of
documcnts, consuming gigabttes ofmemory. CBR systems are comparatively mor€ limited.

. Use of knowledge.lR systems op€rate without loowledge ofthe user's problem-solving task.
They provide a generic indexing and retrieval engine that can be used for a wide mnge oftasks.
As a consequence of this tiey have Iimited accuracy for any given qu€r-v. CBR systens, on üe
other band, make use ofloowl€dge about the problem-solving process in order to build effective
indexes, such as decision trees or r{ trecs and to improve retrieval accuracy.

These difference are true in a shallow comparison ofthe CBR and IR systems. However, m a deeper
comparisoq the differences become blurred. Curent IR tools often operate on mixed dafa tlpes and use
a thesaurus or concept hierarchies during retri€val. On the ofher hand, some commercia.l CBR tools do
not rcpresent and use backgrouad knowledge. They often only use a similarity filrction on flat attribute-
value vectors.

Tbercfore, il is better to sat that CBR tools are prirnarily concemed with mi,\ed representations
whercas IR systems are primarill, concemed with textual databases. Funhermore, CBR tools often
explicitly rcpresenl the howledge they use, where3s IR systems do not. Hence, it is possible to consial€r
that, for complex-süucturcd application tasks that require an inlegation of different. k)owledge_
mterßive problem solving and leaming methods (e.g. in slnth€tic applications domains), the difference
bet\a€en CBR and information retri€val becomes very apparent. Howevel for application tasks such as
decision support, help-desk systems a.nd diagnosis, where sl1ltactic approaches to similarit], assessment
ard simple reuse strat€ies are often sufficiert, tlrc differences between a knowledge_based IR system
and a Iow-level CBR tool are minor, especially when compared to ktowledge_based approaches to
info.mation ret.ieval.

4.3 Comparison with Rule-Based Expert Systems
Developing rule-based expert qTstens that can solve complex real world p.oblems is a difficult task.
One ofthe maia difficulties is due to the fact that rules have to be provided by human exp€rts. Human
exp€rts are very good at solving practical problenß, but not so gifted at explaining ,o, they have
solved a panicular problern. ln addition, they can seldom articulate this knowledge using logical rules
that can be expressed in a formal language. This problem is known as the ,.Knowledge Acquisition
Boüleneck". Another problem with classical expert s"vstems is maintaining this kaowledge over rime.

CBR and inductive reasoning provide methodologies for building, validating and majntaining
applications. Instead ofproviding rules, specialists talk about th€ir domain by giving sxampl€s; it is
more intuitive to a$wer a question such as "lldve I ever seen this problem be.[ore?" ü\an ta prc,Jide a
general definition ofa class ofproblemsl Rules handle big chunks ofthe problem domain well but
perform poorly on boundary regions where experience ne€ds to be accumulated on a daily basis. CBR
is valuable when problems are not fully undeßtood (weak models nith little background kaowledge
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.^Lr") ar1d \{here tlcre are many e\ccptlons to the rules ln such situatlons the number ofspecial or

,''"l"li-,.*r" .uL" u -le-based approacn rnadequale A rypical example ofa purely case-based

"nt *,1]l 
,*'"ä0"t", is the c&'i-n application dcscnbcd in chapler 6

lt.i-l ..** ,-" "n cases arc rncremental They can leam from €xperienc€ and keep up with th€

i'l.r.r* rt t *o't"" u"qulre n ther oau] experience This nuintgnance task ismuch more difficult
-:ä::TJ-;;rt svstem as the svse' e*pands' smallor and smaller chunk of the domain

I'l,j,ltil',"r".".*,, "overed by rules.-This results in declining pfoduotivitv, increasins difficulo ü

Hililili;;-t 
and' ultrmaelv teads to an incomplerc coverage otdre pr:blem

. ',- . -",'hle srres a rough classificarion of methods thal use cases and/or rulcs

Table l 3 Matchng ofCases versus Matching ofRules

According to the complexit and/or the goal of the task to be achieved' it is possible to evolve smoothly

;;;j;;;* .Ä where all lhe possibilities of decision makins are sketched, to a purely

in"r"."n ur "u."_tu."O ,yst€m wherc cases model the entire problern domait! A helpful and promßmg

compromise can be found in hybnd systems where the domain is modelled with rules as far as possible

and boundary legions are handled by cases

4.4 Comparison with Classical Machine Learning
ApPraach

As rcgarrls nrachine leaming, CBR ls not as well understood as inductive leamhg There is no general

consensus about the overall leaming task that is addressed by cBR A major distrnction is that machine

laming systems make a sfong s€paxatlon beiveen leaming ald problem solving kaming involves

anal) sng training exarnples to e)dract functions or rules; problern solving involvcs applf ing these

functions to new incoming problems. In contrast, CBR docs not separaF the tNo Howevcr' the

tansformation of a simple leaming algonthm into an equivalent case-based variant uiderlines in

pnncDle the equivalence of s)'rnbolic ancl cas€-bas€d methods The equality of the leaming po$€r of

slmbolic and case-based classifiers is even proven for lie area of hductrvc inferencc The proof is

basealon ihe leamer's abillty to adjust the similarity measure to the given problem There is no

thmretical difference between case-based classification comparcal to the üaditional qmbolic leaming

approach n this simple framenork. Both mechanisms can leam the same concepts Nevertheless' work

rn CBR , conccmcd wrrh complete systems. whereas \ ork ü s\T nbolic machinc leaming is more
concemed \\ ith algoritbms. In addrtior\ CBR explicitly includes the notion of memory which eascs the
napping onto pnctical problems.

In practice, an important drfference between case-based ard slmbolic classificalion algorit!üns concens
the representation ofthe leamed concept. The s].rnbolic approach corresponds to a kind of compilation
proc€ss \\'hereas the case-based approach may be viewed as a kind of interpretation during luntime'

Sta$dard Rule-Based Approach Analogy-Based Approach
RULES
CASES

L-
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i41,0\4proach should be us€d in any.given situation depends mainly on the simphcry ano adequas,
ofdn ftFessntation of the given howledge to the apptication to be jelivered.

4,5 ComParison with Neural Networks
Neud ßtj p€rforrn better than CBR in a loowledge-poor envitonment when the data camot be
repmotd sl.rnbolically, ^ in radar signal recognition. Their field ofapplication also exlends to
Idlem ßqrgnition .Ä/here therc are many points of raw aata, as in vision, spe.ech and image proc€ssing
Ne!fl1 ndj arc very resilient to noise dudng tho consultation phase: for instance, even wr1h only a
factimofthe original attributes having values, rctrieval performance can still be very tugh. However,
nclrarne15 har€ drawbacks that have yet to be removed. Firstty, they are not suitable when backgrourü
dormri hrorvledge has to be taken into accourt Secondly, they cannot cope with complex structured
daa.Faft,effnora, in order to perform w€lt - efficiem fainiry and good "onu".gen"" - tn" couer"g" of
üe Ml{lnhns to be exlaustive during the "leaming,' phase.

Ergonoflcdiy,.nel.:l let\Äorks 
suffer fiom a lack oftransparcncy. Users camot judge the validity ofa

nofforlt &cisiors oecause ofthe nature ofits irmer workings: the output ofthe network rs a firnction
of{€iglnd vectors that. depends on the network's architecture ald the leaming mode used. No
Jurtficrrron or expla-nation of its output can be eas y provided. on the one hal.rd, the crassic bottleneck
probjen ofquesrior|lng teld speciahsts is avoided (as is the case with other machine leaming
pandigß); ot the other hand. the experts can neither validate nor modi8. the resulhng systern.

N6ürai ienvorki atd, CBR can be integrated within a larger a system For instance, in the PATDEX
qnqnlükotr & \ /€,ss. l99l ). the relevance ofthe attributes with respect to a given diagnosis is
ugdrt& btoügh 4 c'olnpetitive leaming mechanism derived from unsuperised neurat networks. The
Ecb*clog)es also a<>fip lement each other in that each is suited to differcnt fpes of applcation.
Dependngonhe attr<>unt of available krbwledge and on the goal ofthe target applicatioq the

awwnaß ßchnoTogy,can rar€e fiom a low-lercl knowledge approach wher€ little explanation is
Äwd Feual nets I' towards a nch and complex Ieaming scheme that involves high-levet teamüg

techiqur

A Revtetr af lnaktslnat Case-Ba$ed
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Chapter 5: Characteristics of
Application Domains

5.1 Introduction
tn r,hs sectron ve provide a classificaüon ofCBR applications We fißt divide CBR applications into

L"i"rno.UOn*, "*sification-onen!€d tasks and planning/s]'nthesis-orie edtasks(Figüe5I)'

lPlrntritrs/s\mtbesit s!stems I<
-r' I -'-r.----.._
I Plamins I i lLo rsEt'on I

fp.-is, I

FiSure 5 l TYPes ofCBR Slstems

Classification-odented CBR systems cover a widg range ofappiications They opemte as follows: cases

that nutch the ne\., case are retrieled ftom the l[storical case base ald the new case is classified as
being in the same 'class' as the best-marching case Most comrnercial CBR tools are gearcd towat'ls
solving classiflcation tasks because they focus on tlle case relneval process

The followrng are examples of classification systems tiat havc be€n developed using CBR
' PredictioD/forccastirgi predictive maintenmc€ and stock market analysis.
o Assessment: risk analysis (banking, insurarce), real€state estimatioq appmisal, legaVinsurance

cLalrn dgtermination
" Help{esks: after-sale support of equipment (computeß, jet engrnes, appliatces) and software

hotline support (€.g. the SABITE system)" Fauh recoveryr aliagnostic and decision suppon systerns (e.g on_line troubleshooting ofa CNc
machrne

T}?€s OfCBR Systems

E-



" Proc€ss control: online control (e.& oven t€mperature confol, optimisation ofphospmte coafurp
for steel wires), off-line quality control (e.g identification ofpoorly manufactured tarlsmjsslon
systems for cars)

Planning/s].ntiesis-oriented CBR slsterns aJt€mpt to create an artefact (e.g. a desigr\ pla!!
configuratior! schedule, etc.) by using cases ofpreviously-created artefacts as a guide or ternplate for
creatrng the new on€. In planning/syfhesis-oriented CBR systens, the adaptation process tllat follows
the retrieved step requires much more effort than in classification-oriented systems. [n fact, rn most
cases, the adaptation is highlydependent on the application dornain. To d€sign a b.idge, for exahple,
we do not adapt a bridge that is I 00 m long to one tlut is g0 m long in the same way as a worker in a
factory changes the layout of composite parts that go into an autoclave.

5.1 ClassificationTasks
Classification tasks are ubiquitous in business md industry. They are characterised by a ne€o to place
an object into a predetermined categor,v. The following common business questions characterise
exarnples of classiflcation tasks:

. Is this person a good loa/insurance risk?

. How much is this house worth?

. What is causing this problem?

. Who is going to win this case?
' Wlat is the diagnosis for this person's s],rnptoms?
. Is this claim legitimate?
. Is this person a potential buyer of my productservice?
. Is/Are there oiVgas/minerals on this üact ofland?
. Should the temperature be increased or decreased to keep the proc€ss within tolerancet

Despi€ being very different, all these questions can be answered tlrough a proc€ss of classification.
Using a case-based approach to problem solving, classification becomes a process ofrctrigving the best
matchmg casc and using the category oftlat best case (or best cases) as th€ category for the new
situation- The overwhelming majority ofoperationat CBR applications to date ar€ classification
systems. This is true for several reasons:

. Cases tend to be simpler to represent and easier to collect."l]f,ically, one ofthe case's
attribut€s is the "outcorne" or "class". The ,,class', attribute is tle label ofthe storeq case ano
is used to determin€ the classification ofa new incoming case. Because the representation is
simpler, more cases can usually be collectd which greatly improves the covemge and
classi ,1ng accuracl' ofthe system.

. A wide range ofrcbust ihdexinghetrieval schemes applies. Snflrae cases in a classification-
oriented system are often represented as a flat attribute vector with a single class attibute, a
wide range oftime-tested, mathernatically sound and gen€ricatly applicable indexing aad
retri€val teclmiques are available. The most poputar indexing and retrie!€t tecbniques for
classification-orienled s]rtems are nearest neighbour matching and induction-based techniques
like CAiT or ID3 . Nearest neighbou kchniques do not requirc a class attdbute and work w€ll



--rr ..rs of cases wiih maty poleDtially relevant attributes Machine leaming-based

:;'.;";;"* " ,trle class annburc to be defined for each case in the case base and

l"^._r. uar, on tutg., "ott.ctloos ofcases where statistically relevant indexing rules caJl be

^-,,t n". - ""ay"a ofthe hislorical cases Each ofthese approaches has sound

a"*"*na", ta-a" -d has be€n proven to be effeclive over maay difierent kinds of

classifi cation Problem domains'

. 
-Case 

adaptanon neetts dre minimal (or non-existent) in classifcation sfsfemr' Automatic

casc adaptation is important to the CBR dweloper who $ants to deliver usefirl and easily

.uintui*lt" uppti""tions. Since automatic case adaptation usually requires the collection and

rcoresen@t,on ofknowledge t]rat is fundamcntally drfferent Fom cases { I e rules domain

m;eß. etc.). as wett as the use ofa drfferent reasoning engine for $e adaptation prccess'

sr,rch mecha.nrsms can be extremely hard and time consuming to build Forhnately'

classification-orierrtedry'stemsareonlyconcemedwithdet€rmininghowanewcaseshouldbe
calcgorised, not with how to adapt the similar case to solve the current problem Because of

this. classificatlon-oriented s-vstems avoid the pitfalls of creating and maintainilg adaptalon

knorvledge, making them easier to build and rnailtail lf autornalic adaptalion is reqüired il a

classification system. it is usually to perform a task such as the interpolation of numeric

values of class attrbutes. This adaptation lqlowlgdge tends to be much easier to acquire than

üe ope of adaptation howledge required in pla.nning/s)'nthesis_oriented systems
. CBR toals are welt equiPPed to handte classtfcation-oriented tasks' nmhng them easier to

,!t/,/. Due primarily to the difficulty in creating generic mechadsms for performing

automatic case aalaptation, most cornmercial tools have focuscd on the problem of case
representalion, case indexjng and case retdeva.l, wherc generic approaches do exist This
makes them well-suited to solving classification-oriented tasks

ln the renainder ofthrs section $e will cover various issucs specific to different t'?es of_ but by no
means 4ll tlpes of- classification system. As we \ /ill sho\l, although each oftl€ follo$'ing problem
domains are classification-orientcd domains, they can differ significantly in their r€presenlatlon,
indcing, retneval ard user interaction capabilaes.

5.2.1 Diagnosis
Diagnosis is unequivocalty a classification task. Gven a set of sFnptoms, tlle s]stem needs to
dctcrmine the cause ofthe problem. Case-based diagnosis systems try to retrieve past cases whose
s\mptom lists are similar rn nature to that ofihe new case and suggest diagDoses based on the diagnoses
ln the best_matching rctrieved cases. Currenl commercial CBR tools have be€n designed to solve
dnglostic tasks and the majorilv of installed applications arc ofthis t'?e.
Ho\\'ever' not all diagnostic tasks are the same. ln some dragnostlc domains, all the hformatlon ß
a\'a able at the begiming of the retrieval process. In this situalion the slstem only ne€ds to retrieve
cases once, since no additional data will be c.llected that would change the best-nalching cases. In
other donuins, the initial infornalion about the problem may be sparse or hcorrect. In these domains,
oe sl stem performs case retrieval over several itemtrons or will query the user for information along
ue \\'a"v to rehieving good cases. As more information is gathered, a diagnosis can be conidentlypresemed 1o the user. Some domains have a well{efined set of diagnostic attributes and values for most

..\-_ I
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ofthem are available at run time. Other domains have very large attribute sets that are very sparsely
populat€d at run 1im€. Clearly, the latter situation presents dimculties in representation and indexjns
that must be addressed.

Help Desk

A help desk is a customer s€rvice area that specialises in handling problems with a product ot senrice.
Tlpically, a user calls for help ir order to solve problerns such as: "Otr pinter is not pnnlihg
corlectu' Tlrchelp desk operator must then try to understand why thc customer is having the problgm
and suggest how it might be fixed. By providing the help desk operator with a case base ofpreviously
solved cases, the process of finding a solution is shonened aad the level ofexpertise re-quired is redrced
Finally, even ifthe help desk operator cannot solve the problem at once, he or she can at least identify
an in-house specialist whose expertise can be called on. The use of help desk tools significantly reduca3
the number ofcalls made to üe specialst on rouline problems.

Ther€ are some important challenges associated with delivering a CBR help desk:

. Hahdling the ininal problem description as terr. Since the person calling in on the tclephone
is physically removed fiom the help desk opentor and is &ically uninitiared in the art of
describinS problerns in a concise way, the initial problem description is usually a short,
naflative description. Somehow, the CBR system needs to be able to find a starting point for
diagnosis ( t. e. retrieval) given this limited, ftee-form input. Several CBR tools allow indexing
and rctrieval based on case attributes that are essentially ftee tefi. Some tools break the text
into small strings (n-gnms) and carry out similarity-bas€d matching ofthe string sets against
historical cases broken up in the same way. Other build word-oriented diagams that allow
the developer to specify sFonlms and stop-words. Either way, the goal is to find some initial
sdt of historical cases that can be used as the starting point for more rigorous, attribute based
retrieval.

. Repfesenting and indeing with sparse case aftlibrlks. Because ofthe wide scope of a
qpical help desk problerq only a small prcpodon oftie att.ibutes ofa case are likety to get
va.lues given thed. The broad€r the qpe ofproblem that can be presemed to the help desk, the
sparser thc case rcpresentation often becomes. This is due to the fact that different problem
areas have firndamentally difrerent attributes thal deed to be gathered to perform diagnosis in
that area. Therefore, to build a general case base that coveß every area, crs€s must have
attributes for all oftle possible features for every problem area, even if only a srnall fiaction
ofthe attribute set is cver filled out in a given case. The prcblem wilh sparse representaüons
is that the traditional indexing and retrieval techniqu€s (nearest neighbour and decision trees)
do not work as well on sparsely populated cases. Some commercial tools have augmented
their indexing approaches to deal with this problem. Anothcr approach that can be used to
avoid this problem is to breat up tl|e system into collections of problem-area specific cases. ln
each case collection, th€ rep.esentatron of information is more densely 6lled. Usiry this
approach requires the development ofa top level case representation that can take the initial
problem description information and do a good job of classii.ing the gen€ral problem area.
Once this first classification is performe4 the system passcs the initial infomDtion into the
appropnate collection ofcases for specific di€nostic retrieval.
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, , .."^ ti,onosnc tnlornanon a1ßr th? tnfial probkn descnpion b a tlPlcal help

ii11'"j"li*ri t.t". description Is reall! just the starting point for performing dlagnosrs
dtt" ']' 

] ,'. ^1"."'"' .nusr be able to ask lhc callcr questions tlat will help him to narow
*"lll'"lli1i,*t -o finall) arnve ar a lilel) diagr)osis There are two cornmon
rlo\\ rr r"! P.^_ Jn fiom thc user' one is Lo ask the hclp desk
aoproacbes to gathenng addltlonal mlornarr(

ill..,* n*o *"n u.f. tf,e caller) a sequmce of quostions' one at a time' that $jll eventually

ä* ,"1 ""in"." t "letant cases and a diagnosis Another way is to prcsent tie help desk
,^'.]-__".^. 

*l* u *tt""t on of cases given lhe information so far, and allow him or her to seled

*i'.i qt.ui"". , *k tft" user based oü an examination ofthe best cases so far' As more

,"i.r._uon o gort "..a, *e retneval rs repeated until a case is foünd tlat is highly similar to

*""","* .n"*" ^ n turns out bolh of these approaches is good' but for difforent target

.r"r.. O.*t " t***e of questions tends to be a good approach when the help desk

"o".*"^ aa no;""r. ft atlo$s them to get to a solution without nectssadly lqrowing hol\ or

.".'^ ,t .t no, ,t "ra. fo. axpen help dcsk operarors' tlüs approach tends to be too restricti\ e'

fo..rg,tt"t to *r*at questions that l]Ey klo\" to be inelevant to the given prcblem based

;; ü; expertise. Experts *ould ratier look at cases (even though they were retrieved with

limited infonnation) and pick and choose what further inlormation to enter based on tletr

lJlor'iedge ofthe likely causes for a particular problem The second approach is thus more

suitcd to expeft op€mtors

Deci&ng betneen conpeting .liagnoses . A' coßfion problem for help desk operators'

particularly for nouces, is how to decide between competing diagnoses Som€tirnes' the same

sel olswptoms leads lo dlfferen dragnoses ln a CBR bclp desk s!$em a gilen set of

retncved cases might all be close matches but nught nevertheless suggest diffcrent dagnoses

When possible, more infoniation gathering can eliminate the confusion Unfortulatel]' to

simplifl the case representation, many systems do not repr€sent case information in enough

delail to distinglish bet\r'een subtle cLfferences rn slmptomatic information tlat may lead to

differcnt diagnosos. The usual approach to tesolving conflicts in dragnoses is to select the
recovery action tiat is either the least costly to p€rfom or the one dlat is most prcbable across
the a1l cases wiih this s],rnptom signature.

Determtning which cases to add to the case base- The same problem is ofton prcsent€d to
help desks many times. Such situations are usually easily handled with very well undentood
protot]?ical cases that prol,rde the common solutions lo the common s]'rnptoms. This allows
lhe CBR s-vstem to cover a large fraction ofproblem calls \\ith a minimum of cases but does
not suggest hor 

 

to grow the case base over time. Intuitively, only new and intgresting cases
should be added to the histonc case base. To decide which n€w cases to store in the case bas€
ma.$ installed cBR systems ask the help desk operator to prol, de a "novelty" score for now
cases, ard also to rate them as to the useirlness ofthose cases that were retrieved as matches
against the ne\\' case. lfthere were no good cases tlnt addressed t]re problem at hald, the new
case is a good cardidate for inclusion in the case base (once the conect diagrcsis for that case
räs been determined).



--

General Diagnosis and Fsult Recovery

Help desks are not the only t?e ofdiagnostic sl,stems tllat have been built using CBR. Case-bas€d
fault recovery and medical diagnosis sysems have also b€en built. Because more slimptonalrc
information can q,pically be collected in noo- help desk diagnostic systems due to the facr rhat
diagnosticians ca.n dircctly check the object ( t.e. the device is not on the other end ofa phone ljne), case
representations axe offen more sophisticated and the indexing mechanisms more robust. These are sone
ofthe issues in general diagnosis and fault recovery systems.

. Diagnosis in domairu with stntctured ccße representations. Di^gnosis in donains such as
medicine require working with complex patient rccords. patient reco.ds have important
diagnostic information in them that carmot easily be repres€nted using a flat attribure vector.
For example, the patient record will have history infonnation on the patient as well as
chronological information on recent doctor visits or test r€sults. This structured and
chronological infomEtion is importänt in performing good diagnosis. In order to use these
tlpes of stucturcd rcpresentations with existitg CBR tools, develop€n are usually forced to
aggrcgate the structued patient record into a flat attribute vector rspresentation for indexing
and retrieval purposes. Clronological information is surnmansed into single aggregare
aftributes such as averages, ma{mums, slopes, etc. Although the aggregation process seems
to work well, it certainly results in the loss ofpotentially vital information.

. Mltlti-phased diagnosü. Occasionally, in order to simplit, the case represenlation, a case_
based diagnostic system will use a multi-phased approach to perfoming diagnosis. The first
phase is to determire the geneml diagnostic category for the input s],rnptoms. By eliminating
the general diagnostic categories that arc not appropdate for tlis case, the systern car focus
on a more detailed repres€nlation in the subsequert phases to retrieve cases with better overall
accumcy. This approach simplifies tle case representation and allows cases in a partio{ar
dragnoslc cat€gory to be stored with theü orÄ,n unique reprcsentation and indexing
mechanism.

. Diagnosis and Recovery as t ro classifcatio, lar,h. Om€ a diagnosis is determined the
diagnosdcian must then choose a course ofaction for fixitg the problem. Determining the
recovery action is also a classification task that can be addressed using the same cases that
w€re used to perfbrm the initial diagnosis. h fact, the diagnosis is used as an importatt
indexing feature in determining the appropriale recovery action Case-based fault recovcry
systems first determine the diagnosis usillg tle s]mptorns to find relelant cases \itth a cas€
index that is tailorcd to the diagnostic class attribut!. Then they take the proposed dia$osis
from the fi.st step and look for rccovery actions by retrieving cases (fiom the sarne case base)
uslng a case index that is tailorcd to the recovery class attribute in the case.

. Integrating other arailable domain knowledge into the CBR process. Although cases are
&tically thc best form ofl owledge to use in a diagnostic system, they are by no means the
only sourca ofknollledge that is available in most situations. Often there are well-cstablished
rules ard proc€dures for haadling many ofthe most corlmon sets of slanptoms. There is no
need to use cas€s if the rules are well{efined for cenain common circumstancas. ln other,
mrer instances, a model-bas€d systen can be usod that can q?ically handle a larger set of
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-rdbLens than cotledlons ofrules ln either event' a hybrid system can be built that us€s rules

ll?,i"4"i, n-r. *. *mmonl) seen problems' and cases for ihe remaining problems

-.. Prediction/Forecasting
). t . t

- r:^h^n and forecasting are mmmon an'l important business problems They can be regarded as
tj*,-'jli,;l" 

*u. at *t purposes of buildmg cBR systerns in th€se aroas A cBR approach to
t'",]ll"'^. 

*".^-t tvolves choosing a forecast number by looking for past cases drat model the
t"lä.n,,n. t *. t* case and using the obsewed value fiom the best historic case (e g stock
t-^::- ^-,^^ Ievel sross sales, elc ) as the forecast value for the new case Case rcpresmtatioo

:il: 
'"";,;;". 

*o;-g a farrlv stable set of attributes that are tltought to be p'edictiv€ oftho

ll.ii "i*, "n"o"n. ,f enough cases can be gathered rnachine leaming techniques arc the best

lllll"ä, i"u*rrn **.ate iDdexing mechanisms Case-based apptoaches to forecasting and prediction

t' . t, -""t *t *'istical models' particularly h the arca of explaining their behaviour by

Jr"r.n,* p,"."a*t "-ts of actual past events This helps the users' confidenc€ in the underlyiry

i.ilr,"" ",rttg "f ü. ,] stern The followug arc conünon issues in buildirg CBR systems for

foreca-*ing and Prediction:

Hdndling lenlporal informahoh in c!7se rePresentation and performing aSSregalion

Predictions ard forecasts are attempts to project future results by relating them to past

history. By their very nature, forecastilg and prediction tasks have a temporal element For

c\a.:nple, in stock predictioo we woulal want to try to predict 1ie mte of retum of a partiorlar

stock based on the curent state of the company and its history over the last several months or

1-ears depending on how far into tle future the prediction is trying to go' For example' if you

are trying to predict tlg rate of rotuft over the Dex:t six months, it is probably not mportant to

have infonnation at the level of granutarity ofa day or maybe even a week ln order to use

lechniques likg machme leamilg to derive good case inahces' the representation ne€ds to be
_flattercd" into an attribute vector. This usually requires aggregation over tie temporal
aspects ofthe historic informatlon on which the forecast is based For example' ifyou had
monthiy balance shect or sales information on a panicular compaay over the prel, ous | 2

months vou would need to alo cefiain things such as dacrmhe the slope ofthe trcnd line for
sales or income in order to surffnaise the individual monthly information Although
aggregation is a valuable tool for buildlB a suitabie tepresentation for prediction, it is also
acc€ptable to use specific past dara points a^s long as the number of histonc data points in the
final representatron aloes not get too large. Based oD the authoß' expenence, a good rule of
thumb is to use a marimum offive historic dala pohts. Any more than tllat and )'ou would
end up confirsing. rather than enhancing, th€ system's ability to predlct

' Deatihglaith large sets ofattriblttes that are all relatively weak predictors ofthe class In
the majoritv of domains in ühich we want to make predictions and forecasts there arc maty
factors that we cainot account for that have a profound effect on the ultimate va.lue we are
lrying to predrct As a result, w9 end up having to use case attributes that correlate with the
class oni] very tenuously. Our ability to cr€ate an acorate case index is obviously not hclped
Dy this fact. In order to address this problem, a good developer should look for ways to
augment the attribütc set by creati[g composite attributes t}at are based on the origina] raw
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attributcs in the initial case repres€ntation. For example, rather tha:r taling the net asssrs and
nct liabilitics of a company and using them dircctly as indexing attributes, one idea is ro rake
the ratio ofthese rajues: this could be a much beft€r predictor than the individual conrponents
alone. Some CBR tools provide means of augmenting the attribute set oftle initial case
reprcsentation. Such featur€s range from being simple to very sophisticated capabilities
Taking advanlage ofthes€ capabilities alnost always yields more accurate rcsults.

. Refnihg the forccast/prcdiction based on diferekces bettleen the best case and the new
case. The cases that are retumed Iiom the initial retrieval are likely to differ in certai!
respects fiom the new case, even on the attributes that were used to retrieve the best matchinq
cases. Because ofthis, tlrc final forecast must be adjusted to take into accourt these
differences This is essentially a case adaptation problem. Wlils! in general, case adaptatron
knowledge is hard to come by and hard to codi& and !rse, ihis t T,e of ,.interpolative',
adaptatron is probably the easiest to cary out. Usuall, adaptation rules are created tnat look
at the differcnces betw€en significant attributes oftle new case and the best retdeved cases
arld suggest a small incrernental change ia the recommended forecast or prcdiction. Each
difference either adds or subtacts a little from the forecast, usually based on a simple
calculalion, and the net result ofall the incrcmental changes is the suggested ( t.€. adapted)
forecast. This twe of adaptation is the most cornmon in classification-odented systems ihat
have a ftrmeric class attribute mther than an enumerated one ( i.?. true or false, high, medium,
low. etc.).

5.2.3 Assessment
Assessment tasks cover a wide range ofbusiness areas hcluding: loarL credit and insurance nsk
determination; claim damage assessment, cost estimation and real e$ate appmisal, to name but a few
The goal is to asstn a value (sometimes an enumemted value) to something by comparing it to the
known value of something similar. In many ways this task is rather like the p.ediction and forecastmg
task. The main differenca is that there is usually morc rel€wnt infomlation to work with in assig ng än
accurate \,?lue. The rcpaesentation is usually simpler as often there is no need to rcpresent tempoml
information - as tlrcre is in predictioi/forecastirq tasks_ We do not have to try to prcdict the futurc, but
rather lo evaluate tie state ofthe present - which is a much casier task. hterpolative aöptation is atso
often requircd in carrying out case-based assessment. There are no particularly significant issues in
creating case-based assessment systems tlEt have not alrcady been discussed. Assessm€nt taslß are
often well-suited to a CBR approach and existing commercial tools rnay be used to good effect in th€ir
development and delivery.

5.2.4 Adversarial Reasoning
Legal reasoning, dispute mediation and tade negotiation are examplcs of adversarial roasoning task
Wlat distinguishes them from other classification tasks is that there aie two competrng sides, each
trying to classify the new case in a way most suited to their different pdspectives.

For example, il a legal dispute, the plaintiffs lawyer tries to 6nd historic cases, whos€ details are
similar to the current facts, $hich led to a v€rdict of "guilty". The defendant,s lawl,er is trying to find
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-*'|.r lÖ the sarn€ set of facts. bLrt that led to a verdict of..not guilt-v''' obviously, only one side
""t t-"," 

, ",r'- ",o-gl a well-presenred case might mitigaie the danages a€ainst' or sentence given
* 

l-,"t.na-. 'f f"*O guilN ln dßpue mediarion and tradc nesoliahou each side ls lr)'mg lo
tj^.I."". 

*, "*r. "t - "rbllmtor. tha! thry should be gctting more ofthc concessions based on oth€r

,äu, atr*o or *', negohat€d n lle past As in the legal case' l]rc same set of base facts is used

ro 1l\ lo stl PPoft compefulE c la'llns

t- .tlersaflal teasorung, tf\ou $ant to wir' it is not enough Just to support your o\ln position based on

l"-;,-*t tacts. Yo, oee<t to be able to anücipate t}le arguments that will be Inade by the opponent to

]"".nn tt,"i, .tui- und ,"fute them. For tlns reason, case-based systens for adversatial reasoning have

^_un,or' Oo,nt*-,a*o1nt'r€asorungmechanismbuihintothenD€spitethisadditionalmntrol
mechaflsm. at the hcan ofthe problem' classification is stillthe basic task Some ofthe issues

associaled ith case-based adversarial reasoning systems are:

. Conßltjng text into a more sm)cnned represe,/atiot?. In most adversaial teasonilg

domairs, cases 6re rePresent€d as freeform tex:t narratives describing the situation, the

arguments, the vetdrct and the reason for th€ verdict Whilst this is appropriate for use by
human cxperts, it is not appropriate for building a robust CBR system The tgxt needs to be

convertcd into a more structured r€presentation so thäl good indexes can be built for finding
relevant past cases. Unfortunately, this task must cunently be perfomed manua y, naldng it
a major bottleneck to building robust CBR systetß h tlis domain. Recent advances in tex:t
retrieval and automatic tgrl odractton tecbnology may rnake dlis task much easier or
eliminate it altogether.

. Absiracnng higher level attributes from the rae facls ofthe case.Usually, thg raw facts of
the case arc at too low a level of granularity to be useful in fnding relevad cases. For
€xample, if an assault was made with a large piece ofglass it would be unte{€ssarily
restnctive to look for other assaults that were also made *'ith a piece of glass. A better
approach would be to abstract the raw attribute into a new attribute such asl "Was the
weapon a deadly weapon?" This enables ihe system to search for relevant historic cases with
the gercDllv mor€ usefirl abstract attribute rather thar the intial raw fact. As previousl-\7
mentione4 commercial CBR tools provide various mechanisms for abstracting raw case
attributes into new ones. The key to good attributes abstaction is car€fuIloowledg€
enginecring.

'Buildihgthepoint/couhterpointmeclunism.Whencascsareretrievedfiomt]lecasebase
based on the abstracted attributes ofthe new casc, they are likely to include cases qith
dtfferent classes - both desirablc and undesirable outcomes. The initiat hope is that a high
percentage of the rctrieved cases will be in the class required. lfnot, the few cases in the class
requred have to examinod to find the significart specific similarities betweBn them aad the
facts ofthe cunent case. The aim is to find similarities along the dmension that is furthest
a$ay ftom thg cases with the undesirable classes. This 'dimension' then becomes a
üstinguishhg factor ard can thcn be useal to suppofi the arguments even in the face of a
preponderance of case evidence against the position. In addition to looking for key similarities
beh\'een the facts and üe cases that suppo( ihe hoped for outcome, the indexing structure
It5<'t car be used to help find factoß thal, ifthe-v could be charged or minimiscd, $ould lead

Characteristics of
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to a much mor€ favourable set ofcases- This qpe of'rvhat if reasoning can be performed if
the cases are indexed using a hierarchical index, built either by hand or with a machine
leaming technique. Essentially, the poindcounterpoint mechanism attempts to emphasise
factual links to 'good' historic cases ard de€mphasise factual links to 'bad' historic cases
through attribute based analysis and 'what-if cnse reüieval.

' Integrating other Epes of rcasoning.li tuany advcßadal domains, pafticularly the law, therc
are statutes in addition to cases that must be taken into account to detemine guilt or
ituroc€nce. These statutes can q?ically b€ thought of, and reprcsented as, rules. In ordcr to
take into account this nrle-iike infomration, adversarial rgasoning CBR systems need to have
a mechanism that supports rule-based reasoning. One ofthe difficult aspects of usitg
statutorv rules in adversarial reasoning is that the *.ording ofthe statutes o{len leaves a lot of
lceway $hen interpreting whether or not a gtven statute applies to a given situation. The
prcconditioN for the rules are not gounded in hard facts, but rather in abstact concepts such
as 'reasonable care'. In such srtuations we ca.n use CBR as a mechairism for determining
rvhether a particular abstract precondition is tnie or not. This is also a classificatron task.

s.2.5 Classification Tasks - Miscellaneous Issues
The previous sections on difrermt classification tasks illustrated the difterence in the nature ofthe
classification when moving from one domam to the next. Despite the diferences, all these domains ar(r
linked by some common factors. We $,ill close the discussion ofclassification tasks by looking at some
of tbose factors and the issues that must be addressed when building case-based classification systems.

' To accorirnodate current tools, the case rE)resentation must end up ul a flaftened form (except
for KAIE and S '-CASE). This sometimes requires tlrc use of aggregation to sunnarise a
structured representation into a flat set ofattributes.
Text handling is rudimentary and should not be heavily relied upon for indexing cases. Iftext
is used it should be no moae than one or tlvo ssntcnces' worth of infoünation per field.
Current machine leaming based indexing apprcaches can only handle a single class attribute
at a time. Either create a single class attribute as a composite of several raw attributes or use
nearest ncighbour matchmg.
Ifenough cases can be collected, machine leaming techniques are best for performing
classification relative to near€st neighbour techniqucs. However, if cases are not "clean" i. e. -
that is, fiee f.om noise and enors - CBR can perform better than standard techniques.
Augmentlng the raw attibute sct is usually necessary and alnost always a good idea.
Regardless ofwhich indexing approach is used, getting the right attribute set is much more
imponant. Take advadage ofthe connnercial tools' capabilities to augment the attribute set
and do not be afiaid to experiment.
Case adaptation in classification systems is usually restricted to imerpolation of numenc
classes. It is a good idea, where possible, to 'discretise' numedc class attnbutes into ranges.
This improvcs the system's accuracy and ability to make good indexes and reduces the need to
perform adaptation in certain situations. lfadaptation is requircd, the best approach is to build
an adaptation mechanism tlllt uses simple rules that incrementally alter thc final value.



) RevR, of lndustrtol Cas?-Bat?d R?a.onne 1 ool\ Clbmcteristics of ADDlication Dornains 35

. New cases should be added when the system makes a bad choic€ rather than when it makes a
good one. Whilst dris may seem counter-intuitive at first, it is in fact the best approach. When
the syst€m rnakes a mistake it is showing a lack of case coverage in that arca ofthe problern
domain. By adding cases that were not correcdy classified we can stengthen ihese weak
regions ofthe problem space without overilling the case base with cases and reducing overall
retrieval time.

5.3 Planning / Synthesis Tasks
Planning alld sFrthesis task are also ubiquitous in business and industry but have so far been very
difficult to automate in a robust fashion, rcgardl€ss ofthe techniqlr€ being used ( t. e. rule-base4 model-
based, case-based, etc.). Generally, it is much morc dimcult to create an artefact ilom a set of
specifications tlan it is to classiry an existing artefact against a set of kno$'n prototlpes. Case-based
plamlng/q,nthesis systems seek to simplify the task of creating a (potentially abstact) anefact from a
set of specifications by using past cases to 'bootstrap' the process. This bootstrapping allows rle
plaming/slnthesis process to start from some "lglown-to-.be-good" prwious plan or dcsign, mther than
starting from scratch. The levc.age ir this apprcach stems fiom the fact that modifying a good initial
pla design is much easier than creating a new one. Wlilst academic research rcsults are sho\\'ing liat
this is probably true, it is far from easy to accomplish€d in practice. Because ofthis, there are f€w
installed systcns (though many research systerns) thal go beyond the initial retrieval of candidat€ cases
thal a human user can llen use and modi!. There are several reasons why it is diffcult to build
planning/slnthesis systems:

. The case representatioh ofa plan, design or sched le tends to be a complex, structured
rcpresentation. Platrs, designs and schedules are complex artefacts. Represerfing cases for
plans or schedules rcquires rcpresenting temporal concepts aid relationships. Designs and
coniglllatlons require the represeDtation of spatial or other logical relationships betweeD
larious sub-componenls ofthe design or configuration. This results in a higbly structured and
complex case representation. Wlilst it is often possible to define such complex case
representations, they tend to be difficult to work with ( Le. index, retrieve, adapt, rnaintain,
etc.). Commercial tools are ill equipped to handle these Spes of complex representations, so
the developer is usually rcquired to build such representations from scratch.

. Becallse of the complex representation, Jewer cases are collected - Because the reprcsentation
desrgned for problem solving ofthis tlT,e is usually radically different f.om the 11'a!
information about the atefacts is conrnonly storcd (presuming that they arc stored
€loctronically), cases must be entercd manually - usually by experts who have neither the time
nor thc desire to do so. This is a major imp€diment to building case bases ofa size suffcient
to proude good coverage. Because so few cases are usually collecte4 case adaptaton
becomes even more critical in these tlpes of system.

' There are few generic indeing/retnewl techniqxes alrailabte fot structured representations
- most are home-grown anC ad-hoc. Str.tctr0xed aase representations, although $ell suited to
descnbing pianning and s).rdresis tasks, do not have well defircd or geDeric approachcs for
indexing or retrieving. As a result, the indexing sfategies us€d are either very ad-hoc and
problem specric, or limit ttre indexing/retrielal task to a subset ofthe case aftributes

)L
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represented using a flat aftribute vector. Although this simplification allows for retrieval of
cases, retrieval accuracy suffers b€cause the full contcxt and structure ofthe historical cases
are not used to find the best matches. Consequently, the systcm is again forced to rely more
heavily oD adaptation mechalrisms to overcome potentially poor initial case retrieral.

. Case adaptation is üsually a maJor paft ofcreating a planning/synthesis q*tem. and
ddaptation is difrcüh ih planning/slnthesis tasks. As th€ previous points have suggestod,
cas€ aöptation becomes a critical component in building planning/s1'nthesis syst€ms cvsn if
enough cases are gathered and an adequate indexing/retriwal scheme is developed. In a
classiflcation system it is enough to know that a similar casc has a particular label (class),
even if it is not identical to tle new case. Planning/ sl,nthgsis systems must be able to satisS,
all ofthe specifications ofa givcn new case even ifa very close-matching case is found. This
roquires knowledge. Unfortunately, the knowledge required to adapt cases tends to be at a
lov,er level of granulariq thar die cases thcmselves. Adaptatron lnowledge is usually rn the
form of rules These rules are used both to identr& th9 salient differences betw€eo the nput
specification (new case) and the best-rnatching case and to suggest modiflcations to the best
matching case that will satist all ofthe input specifications for the artefact to be cre3tcd. For
many plandng/slnthesis domains. this kDowl€dge is verv had to come by Even if it can be
codifie4 adaptation then.cquircs the incorporation of altemate reasoning paFdigns into the
case-based a.chitecture. Building ald maintaining such systenrs (particularly äom scratch)
r€qures expertise that maqT potential devglopers of such systems do not have

. Prcblem solvrng must be sophisticated enough ih an installed apphcation to be seful to
erperts doing real work. An installed application must be of value to its users in carryrng out
their darl.v tasks. They uill not be impressed with the level of effort that went into crerring an
automated adaptation mechanism ifthat mechanism is not robust enough to help them find
solutions to real problens. Particularly in plarning/slnthesis tasks, the end users are highl,v
edücated and take pride and pleasurc in their abilit\, to come up with creative solutions to
complex problems. Automated plarning/design aids almost alwa],s fall far short ofusers'
expectations, particularly when offedng end-to€nd capabilities ( t. s. no human in the ioop).
As a result. the ferv successful tnstalled applications h this area focus very heavily on
retrieving good starting cases and leaving adaptatron to the human experts.

. Commercictl CBR tools do not address planning/stnthesis tasks yery well beyond inttial
plan/design cap rctrieval, y'dr dll. Commercial CBR tools to date fail to provide robust
development capabilities for büilding plaming/s)'nthesis task problem solvers. As regarcls
reprcsentation, indexing, retrie%l and adaptatiorL creating plaruring/slnthcsis problem sohers
is ofa higher order of rnagnitude of difficulty than building classification-oriented problem
solvers. Thcre are no satisfactory, generic approaches to building these systems. This is the
rnajor impcdiment to CBR tool developers properly addressing plarming/s)'nthesis tasks
beyond providing some sort of rule based inferencing capability within tiei existing case
repres€ntation/rctrieval frarneworks. Further research is need€d in developing useful
krowledge engineerirg methodologies and generic representatton atrd indexing approaches
that work on structured cases b€fore we will se€ good CBR tools that can adequately attack a
broad range of planniag/qnrthesis tasks.

The remaind€r of this section will exanine some sp€cific planninyslathesis tasks and the challenge of
usirg CBR approaches in solving these tasks. Although the preceding argument casts a bleal light on

-l
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,t ßeyy

..aa <rstems for planning and sliüesls tasks there are *ays 1o make good use oflustonc

d. u,t ol 
Ll i ""-" oftlr" aforemorrroned prölems These approaches will also be addressed belo1l

Plamniog
"'"- t 

- " -",. a seqLrence of steps that u'i!l accomplish some goal $aning from some initial state

;#ilH;ilii"orint""'toot'"'"'*''e't*;1ä:1ff;T,::HJTJ:''11-i*,a.'to t'tt-toace seatch mecnanrsnrs u'-' 
:":l^:-.:';;.^-l.Ml ilom an inrt*l state Dv

u"'-'. --^o.r Tbese systems synlbesr se a p lan ro accomp lisb some goal, fiom an in

* 9:"':':"tiä;j;;;;;; ;*."." ;" ;a'ch process can be intractabre ror €ven moderat€rv

r:fJ.1*Iil;ri:."''1":tt"*u'*:*T;:.:;*i-:*,*m*
X'.i"t". *' o'"aop"' of these planncrs rearßeo 

:l'l:T;:::;;'o oÄ -d tl''n *ut*"
""äll; "i"''-"; " *:'**:.::'.iffi,*1 ä,::äJ,l:ilT::"ä1pp.ou* to
smuu chunges to bring 't i.r' tt: *1::.:":"*" 

,,,*'"ry anal are retrieved relarve to the description of

ol*ng p"tt plnnt tt ttored as cases ln a

the initial $ate and the goal'

one o.he main frcto1 1 *'1* i,T::Af"'.ff1,'"'.*f$'"iilfrtr h"ä:::J:i 
-

Should a c'ase be a full plan_ a loglcal chum

lränularitY \\'rll have a profound effect on te issues one must address in building a case_based plafit€r'

Cases a! Large Plan Chunks

\\hcn large plan chunks are stored as cases the rePresentation ttnds to be more complex ln ordel to

accommodate all thg various steps in the plan in a single case This makes indexing the cases harder due

to the lack of good urdexing/rctri"uot t""r"'iqu"' fot Ädtt tgtot "T,i*11^ 
Tj-" 

C-ase adaptation

bcmmes a very impor(ant task because ürere tend to be fe{et cases in the case base (since they are

large chunk) ard no sßgle case has all the right elements ofthe plan that are needed for ttrc glven

situation. Adaptation then u"**", o rnor" aä"* task because the adaptation l(nowledge must lgrow

ho\ to handle changes in ttre contert ota mich larger plan that has more elem€fits that potentially need

to b€ adapted. On üe positive side, ifa good casc is found' the amount ofwork that needs to be camed

out to adapt the plan can be much less than if the plan had to be put together ftom smaller chunks ln

gencral. ifthe goat is io provide a mechaaism for aiding a humaa user in building a good plan from

some reasonable starting pomt - a.nd awomatic adaptatton can be avoided - this apprcach is goocl

othenrise, building tie automatic adapration mechanism will overwhelrn the process ofbuilding the

slstem and leopardise its ultimate effectiveness

Cases as Small plan Chunl,s

uthe goal is to büild a plallller that has to consüuct a completely viable pla 

 

or that must be able to

aiter the ptar as ft is beig run, it is often better to us€ much smaller plan chunks-as cases rather than

iarger chunks 6v using Jmaller plan chunks, the system can construct a viable plan b-v essendally domg

a case-based. state_spJce s"-"t . s*utt "t uot" t"oi to be easier to rcprcsent and ihercfore easier to
*a"* in ut"ttt *uy". sy t.iog "*" "rtuot. ttut '" larger ihan the atomic operators' but logically
comptete in tranaiog sorne sui-goul, *e cao os" a traditional Plar gen€ration approach uithout having
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an rntractable search problem. Obviously, using this type of approach requires the construction of a
control structure that will perform the state-space search using case retrieva.l to generate viable states.
Commercial CBR tools do not provide this t}!e of capability. Once the control mechanism is built it
car be used not only to generate plans, but also to re-plan ifunforese€n events prevent certarn pre-
plarmed steps from proporly executing. By using srnall chunks as cases and haviry a simple control
meclunism, we can avoid the adaptation difficulties that plague the large chuk option. On the negative
side, the small plan chunks ar€ not really useful ifthe control mecha.nism is not built, elimilating the
possibility ofproviding 'quick and din]-' solutions by retrieving large plar chunls (even without
adaDtation).

5.3.2 Design

Design is perhaps one ofthe most diffrcult tasks dlat is performed in büsiness and hdustry. The
designer is asked to create an artefact that does not let exist, fiom component parts that do, in
conformance to an initial specification as to the appearance and function ofthe artefact. To make
matters woße, the specification usually states conflicting requirernents. For example, a plane is
required that is as light as possible, as strong as possible and as inexpersive to buiid as possible.
Unfortunately, ma{imising any one ofthese requirements is likely to affect the other two negatively. We
could make a very light plane out of balsa wood but it would not be strong enough to hold passengers;
we coüld use composite materials to make it both light and strong but it would be verv expensive, we
could use a cheap, strong material like aluminium, but it might not be light enough to suit our needs,
ctc. The designer must b9 able to balanc€ these conflicüng goals.

Des€n has been a popular target for AI rcsearch primarily due to the allure of the challenge, but also
due to the potential pa],off of a system that can autonutically create a design from a set of
speciflcations with little or no human intervention- wllether it is software, circuit, mechanical,
architectural or msnu design, the basic task is the same. It is only the howledge, used to create tho
artefacl, that is different. As with the case of planning, human expens usually start fiom an existing
design that already has some ofthe basic characteristics that are called for h the specification. The
initial design is then adjusted to meet the specification. This makes design a suitable domain for CBR
systems if a few pitfalls can be avoided.

Case-based design has the same issues conceming the size ofthe cases the case base as does case-based
planning. In addition, design often requires a case representation that must haddle th€ spatial or logical
aspects of design. As is the case with any complex representation, indexilg and retrieval becomes
difficult and oftcn ad-hoc. Caso adaptation in design is usually even more difficult than in planning
because there are many possible ways to arrivo at a suitable design that meets the specification,
dependrng on which portions of the design specification are optimised. [n additiorL the experts do not
always know in advance rvhat effect a design change will have on the final design, particularly in the
conterl of other parts oftlrc design. This mak€s it difficult to accumulate good design rules for use in
adaptation. This may be why circuit d€sign is a more popular targct than software or mechanical design
for AI systerns, givcn the more rigid and predictable effects ofmaking changes to a circuf.

The chances ofsuccess are much gr€ater ifa case-based dcsign systgm acts as an assistant to a human
designer (by only retrieving historic cases), thar if it tnes to rE)lace the human designer (by trying to
carry out case adaptation as weil). Commercial CBR tools car support the retrieval step, but they are
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- _.*-,1r. Derform the ad3ptation ofdcsign cases- The knowl€dge lhat would be requrred to
t"')1 ]1""i'r"to "*ptatron on real \tortd problems depends on thc domain and must be
p"lj---* 

o" r,-a rrrg classrcal technologies such as C' a Hlperterl language (for example,
o.r'l'är to;trrr* , open scnpt langrrage), or a rule-based language (such as Inference's ART-

gnrupnses ob;ccrs and rule languagc)

5.3.3 Confrguration

Configüratron rs a special case of desrgn. In a configuratron task we need to put together a set ofkrown

i^.oJnents rn a way rtnr is comPaüble with a c€rtain specificalion. ln computer configuration. we need

.."LectaldhooktogetheralFutedsetofcomponentsinawaythatrneetstheuser'snc€dsfo'
o'rocess,ng. connecnvity, stomae and upgradabiliq'. ln autoclave configuratiol (see chapter 6 on

ärufn;, $c need to spauallj arrdngc a sel of pans inside alr autoclale so rhat üey all cure

sadsfactorily. Case_based coDfigumtion allows us to avoid having to crcate a configuration from

scntch by starting witi a historic case that can be modified if need be. wl|at nakes configuration easier

dran dcsign and more lilely to result in a succ€ssful application is that:

User requiremenls for configumtion tend to repeat themselves, making it morc likely that there
$ill be just the right case in mernory. In fact, for many donEirß there arc a set ofpredefined
tcmplate cotrfigurations tllat are us€d in most situahons and modified when necessary.
Bccaus€ coniguratlon is often a spatial reasoning task (something humais are much better at
than computrrs), gaphical editors can b€ built tlat allow the human expert to make tle
modifications to the best-retrieved configuratio4 avoiding the ne-ed for automatic adaptatlon
mecbansns.
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Chapter 6: Clavier: A Sample Application

6.1 Optimal Configuration of Autoclave Loads

Over the past decade, aerospace malufactuters such Lockhe€d Missiles and Spac€ Company have been

urirrg -o." and rnore '"omposite" matenals rather than metals in the constructron ofaircrali' spacecraft

-airi..it" pu.tr. co*posite parts are made ftom layers ofa graphite-epoxy 'fabrir' thal are formcd

into o ,;rrgt" "ut-.ta"ture tlrough a curing process that takes place in a large' pressunsed oven-like

d"uice "it"d ao ̂ autoctave". (some autoclaves can be as large as 20 fegt in diameter and 50 feet in

length). The resulting composite part has tlte desirable properti€s ofbeing lightR€ight and ve4 strong'

relative to equivalent parts made ftom metals such as alrürurlum'

However, these desimble properties do not come cheaply lndividual composite parts for aircraft or

missiles can cost tens of thousands of dollars' just for the materials lfthe manlfactured composite pan

is defective it cannot be melted 'lo\1'n ard recasl it can only be thro{5r a{ay Although th€re are manr

thingsthatcanaffectthe6nalquatityofthecompositepart,theautoclavingProcessisessgntial]!'the
point of no rctum - there rs no recovery proceilure ihat can save a poorly cured pad

Theke'"iitosuccessfullycunngacompositepartligsinsubjectingittoafaiiyprecisescheduleof
,"-p"."*" -a p*.a"re charge ouer a 6-? hour peiod in the autoclave Thermocouples attached to

the purt gi.oe th" uuto"ln',e operator continuous information on thether the part is lollowing the

prescribed patterü The opeßtor can make sinall changes to tlrc temperatur€ and pressure h the

autoclave to ensure that the part stays wtthin tolerance levels and that it will em€rge successfullt ilom

* o.*aar. *. o.U o precarious evetl if there is just a single part in tle autoclave Unfortunately'

rnaoufactoring .cfr"aut"s require marimising the use ofthe autoclave over each cure. cycl€ by curing as

-*i p*, Jp*.itf" ln this situation, the opemror must get 4ll of the parts in a given load to adhere

to the dgid temperature an'l pressure schedulethat will ensure tiat each part is successirill cureC

This complex process is made even more difficult due to the fact that a given autoclave has drf€rent

t".p"."to." "t a*t".irtics in different locations inside it Temperatures 'lo not change consisteniil-' or

instantaneouslyoverallpartsoftheautoclaveduringthetempeßtureadjustingplocess'Furthermoie.a
gilen load of parts in an autoclave run can b€ made up ofboth large and small patts' each wiü its o\\r

required signatlue for h€ating up and cooling dolvn during the curing process The goal is for all the

parls in a gilen autoclave load to heat up (based on therrnocouple readings) at the same ßte lvfh a

relatively Jmall toleraace level Essentially' the differcnce in temperature bet{e€n the "leadei' ithe

hottest part in the load) and the "lagget lthe coolest part in the load) must be no la€er tllan 10" F it

any point during thc 6-7 hour curing proccss (see Figure 6 1)



.)Reriei efl d sfiat Case-Based Rea"on ng Tools Clavieri A Sample Application 4l

RaMP-To-DwELL

Figure 6.I Constraints during Alttoclc'e Curing

Clearlt', coning up wiü the dght mmbination the first time is vital The most impo(ant step in t}|s

ä"iort o io "orr""tly setecting and placing parts rclative to each oth€r inside the autoclave This

usk is callcd autoclave configuration "Compatible" pans are selected for a givcn autoclave load based

on therr individual heatilg charact€ristics ar'l are strategically placed in the autoclave in positions that

are likell to produce a consis&nt mltlp up oftemperature relative to all the other pa(s La€e parts that

an slovü to heat up are placed in the hottet parts ofthe oven alld smaller parts tend to be put m the

coolcr parts ofthe oven (see Figure 6 2) Conectly selecting and placing parts in the oven so that they

all hcat up at the same rate is much more of an art thaa a science, and one $'hich is based alnost

ericlusivel] on 'evolutionary' trial ard errol over many runs

Iigure 6.2. AutoclNe I'oad
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Prior to the development of Crv,&n, expert autoclave loaders at Lockheed kcpt track of their loowledee
by keeping a not€book ofsuccessful cotfigurations ( i.e. drawings dcpicting the parts and tatour ofa'
load). Then, depending on which parts needed to be cured at any given time ln tlle production schedule,
the shop floor expert would maaually select the histodcal configuntion that: l) was known to be goqd
and, 2) would cure the greatest number of 'high priority' parts on his list Occasionally, a good historic
configuration camot be completely filled out from the current list of required parts The fustonc
configuration migh then be modified by either leaving those missing parts out ofthe current run or
substituting parts \rith similar chamcteristics to the missing part. lfa modified configuration lvas
successfull-v nm ( i.e. all parts were cured properly), it would be noted in drc notebook for future rüns

6.2 Clavier: A CBR System for Autoclave Configunation

6.2.r Why CBR?
The rcsearchers at the Lockheed AI Centre found this problem to be w€ll-suited to a CBR approach for
many reasons. A preleous attempt to tackle this problem with a rule-based approach failed because the
shop floor experts had an extremely diffcult time tr-ving to describe the rules for creating a good
autoclave configurahon in a way that could te easily representcd and execüted in a rule-based system.
The rules üere not very rvell understood even by dte experts. This was compowded by the difücult
spatial reasonilg that would be needed to s)'nthesise a configumtion from scratch

The e\perts had thought ilt t€lms of cases and had archrved their successes in such a form They had
used past cases as a startilg point for the exploration and fine tuning ofautoclave loads Clearly, CBR
$ould naturally be the most suitable t€chnology for providrng a problern-solving system that lvould b€
based in terms the experts could appreciate and have confidence in Particularly when one consders
that thousands of dollars *€re at stake in each autoclave load, the users needed to have complete
confialence in th{r rcasoning ofthe system. Providing p.ecedent cases of pas! successful loads ll'as thc
best way to convinc€ the user ofthe validity ofthe CBR system's reasoning and to give them the
confidence to us€ it in their daily routine.

6.2.2 Case Representation

The prinary indexing features for cases h CrrLnwere the names ofthe parts in previous' successlul
.uns ofthe autoclave. In addition to the pan information, thgre *?s information about the table on

which the parts were located, wherc the part was located on thg table relatile to the other parts and

$here that table ras situated in the autoclave (in the front, middle, or back). This lalout mformrtion
was sumcient for performing effective rctrieval of cases.

6.2.3 Case Indexing/Retrieval

The autoclave opcrator has a current list of the parts that ar€ ready (or will be ready) to be curcd in th€

autoclave over the couße ofa given lveek. Parts on the list are prioritised based on curreff assembl'
Iine requirements. Each load must be planned in advance aid tle operator needs to be aware ofthe
priorit] of the parts on the list m configunng each load. For any given list of pnoritised pans fA'rins
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f'Jonfoun' on *" "'''"nt tt.'

l,"',**",""*'* " i:i::1'::.::':ff i:1T"H*"iJ,.Ti'ffi-"1"*"ffi *: ff:*.;äffiil ;'"'jt::^?,.i'j1'::*li::,"iffi i iff, =T,-y*f i;ä'ff;f'o".. 1::'#;;, o'"po,t'o*tlv to tt'" p"otitv level (,wIP = 3' High = 2' l,ow = l) The highest
c3se ss(u'\ "'--- , ,*.-^, *^ 'r.. ,,""' f^' annroul and nossiblv. adaptation ifthe highe
äil;ä;; ;'.o': :TT1: f -'":: 1:::':"':3::,''J:1lJ' 

adap' a' ion i*he highes' 
,üä, ä" t, ""t *rnot*tv fillod out with pans from the current parts list

Associative Retrieval In Clavier

Scores

Case 1 8

Case 2

Case 3

Case 4

9

6
'7

Best Case is Case 2

6.2.4 Case Adaptation
Case adaptation is considered wherl the best matching case is not completely filled out by parts fiom üe
pa.ts list. An early version of C/ayAp attempted to provide an automatic mecharism for performing case
adaptation This automatrc adaptation mecharusm look€d for substitute parts in other holvrl layouts
lhat l\ere similar to the best retrieved layout. The idea was thal ifa similar part was il a sinilar place
ül a similar lalout, it should safely be substitutable. Unfortunatcly this line of reasoning, allhough
inunilelt valid, r'as not found to be sufficiendy c.mpelling to the shop floor personnel They drd not
\Qnt the $ stem to suggest cl6nges to a k[o\ul successful case. They wanted to do that task
Iicmselves. They were particularly concemed by the fact that more novice autoclave operators mrght
lake the advice ofa computcr system's adaptation ofthe case and ruin the load

Therefore. instead ofperforming automatic ailaptation for the user, Clazünproviiles a grapllcal case

- 
eoitor" that allows the user to aalapt cases. In terms of progranuning eflort and knowledge enginecnng'

bJildng ar cditor for user adaptatr;n is much tess costh dün building an autornatlc adapuLron
ncchatusm [t also led to gr".t", ur., *"apr-"" ofthe system's advice once a case is editcd. c'r'kn
'dn pfovide validatron gurdance to the autoclave expcrt by showitg past autoclave loads in tho case

V O

Figule 6-3. Associative Retieval in Clavier
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base that are similar to the adapted configuation. Ifthes€ similar past cases tumed out ba4 Clav,L/.
would recornm€nd no! making the suggcsted adaptation. After the adapted case is actually run tbrough
dre autoclave it is then reinserted ifto the case base for future use either in configüration (if it was
successful) or validation (ifit 1!as unsüccessful). The overall ffchitecture for CärzLn is shown in Figure
6.4 b€low

6.2.5 Scheduling Extensions to Clavier
The basic architecturc sho*'rl in Figure 6.4 defines th€ process of configuring a siagle load ofthe
autoclave from a p.iodtised parts list. As was previously state,4 the autoclave operator needs to plan
multiple loads in order to finish the entire list of parts according to a schedule. A natural extenslon to
Crrrbn was the development of a multi-load scheduler.

A1v,8n's scheduler performs a state-space search using the basic single load coDfguration tool to
generate states. The goal olthe scheduler is to find the sma]lest collection of loads tllat will complele all
of the parts on the parts list. The scheduler also takes irto account part priority as well as the
availability of maaufacturing resourc€s to get the parts readl' in time for curing in a scheduled load.

6.2.6 Sysl€m Issues änd Effort
CärLr was w-ritten from scratch in Common Lisp for a Macintosh computer. The initial version wxs
delivercd rn September 1990 aftcr about 9 person-months ofprogramrning effort. This first version had
the ability to configure individual loads and provided a case editor for user adaptation of cases. Version
2 of Crvknwas delivered in November 1991, after anotler 15 person-months ofprogarnrning effort.
Version 2 expanded on Version I by providing load ralidation and multi-load plarming, as well as
various administrative and repoft generation capabilities.

CLAVIER adapted
lllost Similar Case Case

t-5-llrJfrl
T6I
LEl

-5lTA]lF i r l l f f lt-ElL-El
fillit f_--lt ü l t t r lI r;rl LE]!j

Figure 6.1. Orerall ClNier Architecture



Ii usrnI Cos*Based Reasonn8 TooIs Cla\ier: A Sample Applicalion 45

6.3 The Use and Impact of Clavier on the Shop Floor

. ^-..f rhe fi r$ rstalled applications of CB& developed pdor to the ernergence of the many
'i_-"-,rclui 

CSn a.""fopment bols. 6la#p has been a tremsndous success. The following is ar excerpt

l"^- " ,"*n, un,.n ot oavjd Hmkle aDd Christopher Toomey of the Lockheed AI centre (Hinklo &

i""..,.tnnt,.o.r..ottgthenetbenefitsofC14'[TtoLockieed'sc-omposit€manufacturing
opemtions:

..Cldytel has been in continuous daily use at Lockheed's Composit€s Fabrication facility in

Sün)"r'alo, Califomia since September I 990. Two to tbrc€ autoclave loads are cured per

da), ilt this facility, all ofwhich are selected through opemtor consultations with Claviel

Clayiel also gengrates hard copy rcports ofthe autoclave loads tlat are used for record-

keepilg purposes. The systern has r€c€n y been expa:rded for use il other l,ockheed
manufacturing facitities, and negotrations are under way for lic€nsing the softwarc to other
aercspace compa es -

... There are now five operators a.nd two support personnel who regularly use the system as
part oftheir daily routine for the genemtion of altoclave load configurations and other
rcpofls.

lf a mould goes outside the correct thermodlnamic profilc, a discrepa.ncy report is issued
and the part must be manually inspected at a mst of $ 1000. Ifthe part is flawcd and must
b€ scrappod, it costs an average of $2000, but iD some cases can cost bet\te€n $20,000 -
$50,000 for some parts! Since Clavel came on lirc, dissepancy reports due to
bcompatible loads have been vinually eliminate4 saving ttrousands of dollars each
month..."
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Chapter 7: Evaluation Summary and
Overview of the Tools

Please see the disclaimer in the sechon "Aho t this Document" at the begihhing ofthi, Report.

This chapter surnnarises th€ cssencc ofthe report. For each tool we surrnarise its rnjain charactenstics
and highlight the results of its evaluation. ln the last sub-section we also proyide an overall surnmaN of
th€ evaluation. The detailed evaluation is presented in Chapters 9 and 10.

we should vierv this evaluation as being part of a chain of actions tl*t enha.nce the rolo of cBR $,ithrr
the field of information technology. We hope it contributes to identi .1ng important applicaton and
research issues. W9 also hope it enables a more accumte assessment ofrvhat car b€ expected from
CBR technology in the near future, with respect to thc goal of being able to build soft\Ä.are sysrems that
are able to leam from thet own problem solving experiencel .

7.1 CBR EX}RESS
Primarily designed for help desk applications, CBR E@RESS appearcd to be a tool that provides a
number of standard CBR Gatures combined with a comfortable user interface and surprisingly fast
retrieval speed- The results ofall tests were satis&ing. With rega.d to some ofthe points mentioncd
later. CBR E(PflESS is very stable. Compared with some ofthe other tools in the evaluation, the
expressiveness of the similarity measure could be bett€.. CBR E{mESS works well in domarns ttrat can
b€ represented by flat attribute-value-vectors. lfdomain modelling rcquires background knowledgc süch
as rules, formulas, constraints or taxonomies, Cm üPRESS is not the best choic€. However, this
disadvantage disappcars if the tool is used as a component of another application (e. g ART Enterprise)
instead ofusing it as a staid-alone application.

CBR üPRESS was the onll' tool in this evaluation specifically designed to cope with the needs of an
opentor at a help desk- lt includes a so-called 'lrackitg panel" that allows the user to create custom€r
records, access customer data and keep track ofpending calls. Custome. data can be held in an RDNI
or SQL databasc- The tracking ard the s€arch panclsarc integrated to support an easy flotv of
infoünation.

Ifa new case needs to be handled, tle operator enters customer alata (or searches for the data ifthe
customer details have already bccn stored). Ifhe is not experienced €nougl to handte the enquiry, he
simpl)' swrtches to the search panel to search the case base. Pressing a button brings him back to &e
tracking panel, where the retrieved solution is displayed and can be stored along \litl thc custoner dafa.

As a special feature. CBR E(PRESS allows a rcpolt genemted from the cu.rent tmcking base to be
printed. Further support for tle operator comes from the ability to browse textual or graphical

I Tlrat thc current state of te.hrclogy is a long way from being able to achieve this can be s€en, for exanple-
by the answers to the last question in Table 9.26.



h, d'"t'!!1""e:!'s:! Re-!n'!E t!!E Evaluation & Or€rview of tlß Tools 47
,1ßc|y!

",nl3na1rons for each cas' or quesuorl. tfavailablc This on-line documentation could be' for example' a
' I ,--, ,l.,*tie or a repar descnprlon

\\'e nolv suflmanse some special characteristics oftie tool:

. As shol$ b\' test TJ. CBR E{PRESS allows cases to be retrieved in a very short time (less than
' 

,-,.""ona, to, 1,000 cases). This trme does not appeal to incrcase linearly with the number of

.rrrr. ,t, O".ot", ^Ooflant for case bases with some thousan'ls of cases wherc lack of an

u]duc!,ve component may become a problem

. än" ,"".0o for tl,. fust retrieval is the use of a textual description to naüow down the Dumber of

cases to be considered As a first stcp in each searclL the user normally enters a terlual

description ofthe new case. cBR E(PRESS identifies the kelwords, transfonns the description and

rnatchesitagainstthecasebase.Thisworksquitrwellifthedescriptioniscarefullychosen
. Unlike othcr tools, the taryot attribute ofa case is notjust an attribute but rather, more geneml

infonnation. It rnay b€ seen as a data record thät associates additional infomation witi the case.

As mentioned before, CBII E(PIiESS allows gaphics browsing of action procedures (ua erlemal

IoolEoo,t pages). Sinc€ those are defined separately from cases and questions, the sane action

can be shared bY differert cases'
, CBR üPRESS distinguish€s between user and maintenance mode Only the rnaintenarue mode

allo$6 cbanges ofthe similarity measure, €ntering questrons or rende\ing dre case base ln user
mode, most of the witdows are removed to prevent tle ser from destroying th€ case base The
menus are rcduced to only those feafurcs necessary for retnwal

. The user may modily th e ToolBook m,(,rfaceto CBR üPRESS by adding his o1{n objerts 10
satis& special needs.

' CBR qPf{fSS operates in multi-us€r mode on any neti{ork that supports the IBM NeIBIOS
standard (e.g Novcli 3.01). Multiple users can thereforc share the sarne ilatabase.

Finally, we *ould lile to mention some details that should be kept in mind when building ar
application.

' lt is wonh reading the manual carefully about the question (attribute) weights. To quote ftom the
manual: 'The case base axtlbr is advised to leave these weights at theit default setlings [...]. The
default settings hav€ been selected to produce the most intuitive behaviour for the comfort ofnew
trsen . We did ctra,rge the weights and found that numerical attributes are simply not considered
ftheir match weight is increased to 40 or more. To avoid this problem, the weight ofnumorical
atlributes should idtially be set to lower numbe$. The other weights can be set with regard to
these values later.

' aiüough the toctual description helps to guide the search, it car be a handicap if there simply are
tro descriptions (as would probably be the case, for example, iftle casos were generated
aulornatically). CBR E(PRESS would üot run in user-mode without these descriptions. Even
dunünies would not helD.' Because questions are taken fiom currently retrieved cases during iteratrve searcl! domains with
Ill'an] uniqtown valucs (such as tlrc CNC MacIü.E TooL domain) cause problens. After
entering the description, the questions fiom the five best matching cascs are presentealto thc user.
rr nD! be that importanr questrons are Ieft out becaus€ they aie set to "unkno$n" in each oftherr\e casei Ttc user has no opponunity to ans\rler an) such omned questions.
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7.2 ESTEEM
ESIEEM's main advantages are the possibility ofusing n€stcd case struchr.es ard the rule mechanism.
Botlt of these features have been inherited from the underlyiry Kappa-PC, an obj€ct-oriented
development system for rule-based er-pert slstens in which TSIEEM has been built. Rules allow
ESIEEIVI to adapt cases autonatically and to compute similarity measures and weights during the
retdeval prccess. Owners ofa full version ofKappa-PC (the version delivered with ESIEfM is only a
rurtime library) arc able to program even morc features themselves. However, as rules modifi, EStEflll's
intcmal data directly, they can only b€ written and understood by experienced progmrnmers.

A problem with the user intcrfac€, tlEt does not affect ES][EM's functionality, is that some paru of it,
such as scroll baß, do rlot behave as one might expect in a Windows application. [n particular, some of
thern are remarkably slow.

ln general, ESIEEM offers a nearest neighbour matching algorithm with some powe.ful cxt.a features
and a programmable adaptation mechanism provided by Kappa-Pc's rules. Because of the
disadvantages mentioned above and the lack ofai explicit mechanism for handling missing values,
efficient work with ESIIEM is orily possible on case bases with just a few missing or unkrown ralues
Despite these rest.ictions howwer, ESIEEIII can handle a large number ofpossible applications. An
exarnple of a successful application is suppot in technica.l troubleshooting that ca.n be usgd by non-
technical people. Oth€r possible applications, such as simple medical diagnosis, help desk applications
and financial applications are provided as sarnple case bases deliv€red with EslEElVl.

7.3 KATE
The KAII toolbox consists of, anongst others things, IGTEINDUCnON and KATI-CBR. Both
components can lnndle complex data reprcsented by structured objects, relations and general
knorvledge about the domain. KATI.INDUCION autoüutically builds a decision tree liom a dalabase of
training cases At each nod€ in tle decision tree, it evaluates the infornation gain fü all the attributes
that are rclevant and picks the one that yields the highest increase of the information gain mmsure. At
each nod€ however, I(AENDUCION performs additional work to compute the set of candidates - that
is, the attributes of objects - that arc relevant in the cunent conterl. Iofomation theory guarantees the
conectness and the effectiveness ofthe resulting tree Building tlte üee is fast a.rd efficient (see Table
9.24a). However, an induction tree cartot handle unknown l€lues in an optiinal *ay dunng
consultation. A decision trec is not incremerfal and tlrc consultation s]6t€m is static. Once built, a tree
will not automatically be changed a{ierwards. KAEINDUCIION does not differentiate b€twecn different
kinds ofuser. The consultation ofth€ tree is the same für all kinds ofuser and one always has to use an
entire path ofthe tree to rcach a conclusion. One can summarise the requirements for usiag the KATE
INDUCnON component as follows: the final systern has to quickly deliver a diagnosis after asking a
small number of questions; the end user has no ability to modif] the system behaviour and follons
exactly th€ predefined set ofquestions; the environneDt do€s not evolve very much over tune.

lnstead ofusing a generalisation ofa database as in the KAIEIND|_IC ON component, KAIE-CBR
dlnamically builds a path leading to the most similar cascs, with respect to the wishes ofthe user.
Thus, this toolbox component allows mo(e cDnsultation flexibility. The test s€lection component uses

)
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the sarne inl,ormation gain function as the induction component, but adapts it dlnamically duriry the

consultation phase. Unlike KAIEINDUCTION, KAIE-CBR may be adapted for different users ln addition'

KAIE-CBRisuetterathandlingincompleteandnoisydataintheconsultationmodebecauseitdoesnot
perform geneülisalons

The main disadvantage of using the version ofthe toolbox we cvaluated was in building th€ system

fto* ."rut"h. W" hud o description il Casael sJrrtar for the domains used in the tests lt was therefore

easy to build up the developmert system because the l(AlE toolbox has an interfac€ to parse a dornain

definition in Car??l slntax or in Elcel format However, if a trel donain description has to be

designed, tlle only way to build up a development system in the version we evaluated was to construct a

dcfinition in Cdrrel syrtax, or by usirg Ercel on a databasg lt is therefore necessary to be familiar

with the s''ntax oflhese languages, and il complex descriptions it is easy to lose the overview ofthe

definitions'Adescnptivemodele-ditorandquestionnairgarcincorpolatedinKAlE{DlToR'butwedid
not evaluat€ it.

The main advantage ofthg KAIE toolbox is that it offers tlÄo complementary techniqu€s tlat can be used

*ith the sarne development system description. A second advantage is its ability to handle complex

obiect-oriented domains.

7.4 Rf,,MDiD

The key feature of REMTND is its abilify to use background knowledge fiom experts to improve indexing,

retrieval and similarity assessment. Figurc 7.I sunmarises the differ€nt kinds of ho\a'ledge available.

gurde
splil node
selection

äl1oüs
conle{-specific

importance settrngs
and indexing

enriched case descriptions

allows absüact
queries on

slmbortped
attributes

allo\aß matclüng
and computation of

similanty scores
betweln slmbols

cluster tree
generation

Figure 7 I Kkowledge Represenrahon and Processthg tn RLMI\D
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In additior! adaptation fomulas easily allow retrieved cases to be adapted to fit drc data rn the new
c:tse.

A sfong point ofRtMrND is that it offers two very differeft similarity assessmeft methods: n€rest
neighbour matching and filtering via binary decision trees_ Although RENI|ND does not tr_v to nt€rate
both methods ( ie. there is no metlod for clustering cas€s accoralitg to their ..closeness,, as determined
by a nearest neighbour matching score to improve the efficiency of nearest neighbour retneval), the
differcnt r€trieval strategies (including template retrieval) can be .!esred,, (not;utomatrcaly but
manuall,. Som€ combinations may be programrned by using C libraries (Barlett4 t994) to speed upre&ievd. However, t{EllltND cannot be integmted to techniques to cope well witl situattons where the
new qNe contams missmg values that cause the inductive retrieval to come up with a set of cases withdiffercnt class wtues, leaving the user the task of finding tle rnost similar case. Instead, REMTND
proceeds with a nquest neighbour, or template rctrieval, on a set of already-retrieved cases. REIII|ND is
the only shell ofthose considcred tiat provides the user with the means of relaining an ovenrew ofa
case base. The database-like queries using ternplates retrieve all cases that meet a given descnption a.ndrnake available basic statistical information (mean and standard deviation for numerical attributes, andnumber of occhrences of slmbols). An automatic testing facility helps validate the accuracy of
decision trees.

The same set of cases can be used for more than one problem_solving task. REMN0 takes thrs fäct into
acc.uft by allowing the user to define different local envüonments, called .\'i€ws,,. Case attnbutes, the
cases, the slmbol taxonomy plus ordering and formulas computing attribute values are sharcd by all
views; eveq4iing else a user defines is view-specific. Each view caa have its owrl q-model, its own
cluster-tree (plus protoqpe hie.archy), its own set of weight vectors, its owa adaptation fo.mulas, efc.
Each view might also consider only a subset ofthe case base_
flEMtND ties to cover as rnaty q?es ofdomain as possible. According to the rnanl]al, it N utended toprovide an environment for developing and using case-based expert systems. The developers of REIVI|ND
have tried to include as much functionality as possible into the system as long as neither true
programmmg capabilities, nor a rule irterpretation mechanism are required to use theml. The only task
during the development ofa case base that requircs prograrnming facilities on the level ofdefining
rnados usmg basic mathfiEtical or to.1-paßing fi.nctions is the definition of formulas. Even so, this is
done quite intuitively by ..painting,' öta-now gaphs.

A weak point ofthe tool is tiat it s€enß to have some probletns with its memory maragernent -
although cognitive systems has apparently solved some of these in a late. release. ln a tes usrng the
TRA\EL AcENcy domain, the inductive component was stopped aft€r 36 hours, having corrupted the
case memory. This might have been caused by the äct that the sysem generates binary trees a.nd that
there was a large number ofdiffered values for the att.ibutes (particularly for the hotel attnbute).
Better results were achieved by removing attributgs with large |anges. Another weal poinl ts rhe trser
interface customisation capabilities. We found the form editor !o be barely usable. A newer version ofRElvlfND apparently offerc litks to Visual Basic to deal with this specific Droblem.

l For domains wher€ similarity assessment requires mote complex rnalching methods than near€st neighbourrnatchrng, the 'C Libmry of Funclions, would har€ to be üs€d_.
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7.5 S.-CASE
The st.casE system is a toolbox for solving applications witl cBRt€chnology A graphical cditor

supports the design of an application in structured domains with many refinable stardard tlpes The

g*it i"ut or", irrrt fu"t gives a good overview ofthe current applicatior! tho case base' the indexing

irechanism and the retrieval ofnew, unsolved problerns. The system supports the use of different

languages. There is a hlpertexl interhce for describing concepts' attributes' qpes' erc to archive tle

used knowledge ofthe expert during domain design The envircnrnent allows' I'ra a progmmmng

interface, tlre use ofthe fuIl functionality of SMAILTALK for defining measures However. to use this

powerfulfeaturethedesignerofadomainmustbefaniliarwiththeSMAI-LTAIX-80plogramming
lrognag". 'Ih" gcrr"ration ofthe indexing scheme can be influenced by many parameters for the special

n€eds and wishes oftle user. The tool can easily handle flat or structured domains ln particular' St'

CASE had no problems in modelling the structured domain within rle waluation There is also another

mteresting test applicatron for supporting the developrnent process of photogaphs'

The main disadvantage of S'-CASE is tle high consumption ofmemory and disk space However' for

testing $€ haalto use a development version with inany irrelevaDt featur€s in the SMAI-LTAIK image'

Most ofthe time spent in the tests seenls to have been spent doing gaöage collection T})e end user

woulalget a ve$ion with lower memory requironents and higher performanc€'

7.6 Synthesis of the Evaluation
In tlus sub-section, ve highlight some ofthe results of the evaluation and give an indication of the tlpes

ofapplication to which the tools are suited

In principle, it would have be€n possible to syst'ematically use all difiercnt options ofthe tools dltring

the tcsts. However, this would have quickly led to a "combinatorial explosion" of f€tures to test

Instead, we relied on the tcam membet responsible for each toolto decide {heth€r or not the most

rnlcresting fcatures ofthe tools werc covercd. This demonstrates ülat such an evaluation heavily relies

upon the competence ofthe evaluatioD team.

Test T0 (handling structured domaint showed that to hardle special kinds of doma-in it is €ssentral to

allow an object-oriented Ope of rcprcsentation. From ttris poiDt ofview KAIE and S '{ASE appear to

havc bÄd a c€rtain advantag€ over the other tools We feel that the handling ofnatural domains such as

the NlcR],ts SPONGES domain, or more generally, complex and strucfured domains is a very important

öped.

Tests T5 (compulsory exeroise of similarity measures) and T6 (volumary exercise of similarity

measures) made it very obvious ülat similarity assessmeft within CBR tools is crucial on the one hand'

and on the oth€r, difficult to understand and compare ln test T5, it was possible to be succtssful using

a similarity measur€ based on incorrect assumptions, such as counting the number of exact matches

only. Neverthcless, the test showed tlat more complicated approaches/s]6tems encountered problems

evenwithslmpleexamples.Forthisreason'wedecidedtoke€pthesetestsintieevaluation'Afurtlrer
surprise $?s tlat none ofthe tools could takc ad\?ntage ofthe exact rul€ suggested in test T6 as an
example.

.L--
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With reference to the classification of CBR applications given in Chaptcr 6, Tablc 7.I below
summarises our oplnion about how each tool rclat€s to tltese applications. A black bullet t lndcates
thal the tool is likely to be suited to the domain. A white bullet O means that the tool,s features can be
e$€nded in order to cope with the domain. The sign O, given to CBR qpRESS for help desk
applications. rcflects the fact that this tool has been specially designed to cope with this panicular
domain. However, note tJlat lnf€rence now states that help{esk applications ought to be devclop€d
usng the DDE facilities of Microsoft Windows and integrated into the wider scope ofcall tracking
facilities.

Table 7.1 Sultability of tools for different categones of applicatons flom Chapter s

We can summarise the evaluation as follows: CBR E{PRESS is well-suited for building help{esk
s-vstems, [Gi{rND offers nany features, |(AIE 3.0 rcIies on ar induction mechanism that enables it to
perform effioisnt data miningl, S,-CASE is a po1{erf. tool that is probably best suited to supporting a
serncmg company and ESJEEM needs further improvements which, according to the suppher, itre
already forthcoming. None ofthese tools addresses all the issues_ They oach provide a good
iitroduction to CBR, but building a CBR applicalion requires additional know_how änd skills that go
beyond reading a manual. CBR technology is not yet at the level ofword processing teclnology or
database management systems. AII tlle successful installed CBR applications ofwhich we are aware
requf€d a significart amount ofconsultancy ard adaptatlon to meet the user's requirements. Devetoping
a CBR application requircs investnent that goes beyond buying an off_the-sh€tfproduct and
availability of consultancy is a critical factor before considering any CBR tool. Nevertheless, all the
tools we have evaluated provide a good starting point to build a CBR application aad can achieve
hfinitely befier results than startitg from scratch.

ESIEI,I KAIE J.O REIVITND St.crAsE

a

I Supplic/s note: KAIE 4-O is much more genedc
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Chapter 8: The Evaluation Framework

In this chapter, we pres€nt lhe way we bave evaluated the cBR tools and describe the criteria and th€

application domains. The tests are sünmarised in Appendix I and desoribed il more detail wherc used

in Chapter 9.

The evaluation $as stuctured around two qpes of criteria - te'chnical and ergonomic Chapter 9

presents the results ofthe evaluation based on the technical criteria and cbapter 10 the results based on
.,ie ergonomic cnteda.

To help assess the tools against the criteri4 we used eleven tests based on d'ta from four domans'

Obviously, it was not possible to define a test for every cntenon.

The tests wcrc all conducted in full at t]rc Universiry of Kaiserslautem and the results were preparcd by

the evaluation team. one team memb€l was completely responsible for the evaluation of each cBR tool.

This includod leaming how to use the tool, working intensively with the system and the documentation,

modelling th€ four test dornains, reptesgnting the rcspective data sets, conducting tle tests, selectlng

reievant criteria for the tool and desctibilg their overall impression Many tests had to be conducted
morc than once. We looked at the tools ruming standalon€ and did not consider additional progranurung

environments or shells into which the CBR tools could be integrated We thus excluded systems hke

KaDDa-PC or Art-IM ftom our gvaluaüon.

8.2 Description of the Evaluation Criteria
Therc were two main reasons for uadertaling an evaluation of software tools. The first rcason was to
identify problem areas and poor fiüctionaliry üat required improvement: this is of interest to t}le tool
developers and designers. The second was to test fot competence and meaningful results in a parlicular
domain: this is of interest to end users. Thus, some basic prirciples should be defined in oder to avoid
pitfalls of an inÄppropriate evaluatron. These Principles are as follows:

L Complex objects or processes calulot be evaluated by a single critenon or number;
2. The larger the number ofdistmct criteia evaluated or measurements tale4 dre more a\'?ilable

infonnation there is on which 1o base an overall estimation;
3 Evaluators will disagr€e about th€ relative significance oflzrious criteria according to ther

fcspecuve mler€sts;
4 Anlthing can be measured experimentally as long as exact definitions ofhow these

tneasurements should be takgn are made.

On the basis ofthese principles, we first developed a fta$ework for expressing a wide rang€ of
e\aluation criteria to cover most ofthe theoretical as well as practical asp€cts ofCBR tools (PrinciPles
I and 2). Secondly, we defined a number oftests to be run on the tools, so thar clear-cut measurcments
could be used to comparc the systems (Principle 4). We did not provide overall numerical gradngs
(Priaciple 3). krstead, for each cdterion we preferr€d to present a $T nbolic scale for which the lalues

I/tduslrial Case-Bated Reasont ng fools
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\tere luriM to seven possibilities, so that the rcader could tell at a glance which system seemed to
pelfonnbofler according to a specific crilerion.

We uddro followilg architectural Samework to structure our collection of critena;

I
I
I
I
I
I
I
I

I
I

I

Lib6n1
R€je,e,r;;

Lases

New Case

Output of
Consultation

Consultation

_ >
Application

Figurc 8. I . The Architectural Fraherrork

From th61"n r 'e1we carne up with the following basic terminology:

Dewlopmeht System This term deDotes the functional compon€nt for the
construction and maintenance ofthe elecution system

Applicaion Development Th€ proc€ss ofusirg the development system
Execatiok Slstem The application systsm created using the developm€nt system

Cons kation The process ofusing the executron systen

Table 3. L lmportant Terms used in this Eraluation

Note dq ** 61p 919611ion and the developmert systems arc one and th€ same in a particular
impleme166., pe 6e this distiDction at the logical level.

Two rnajor categories of cdteria are presented: tlrc technical criteria that highlighr the possibilities aad
limitations ofa tool and the ergonomic criteria that deal with how easily these possibilities can be
exploited bv ditrererf kinds ofuser. Therefore, the technical criteria are mainly relat€d to the execution
system, the delelopnent s,vstem and th€ case representation, whereas the ergonomic criteria apply to th€
control oftlre consultalion system and to the application development. For conveniencq we süucrured
th€ cnteria as follows (Tables 8.2 and 8.3).

A Reetev af Indusetal Case-Based

Developmed
System

Execution
System

(Application)
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Technicd criteria (Chapter 9)
Development sys te m (9. 3 )Exednon syste (9 2)Case rc pr e sentati on (9. D

Nois€ arld incomplete data in the
database (9.2. 1, 9.2.2)

Tests T8, T9

Noise and incomPlete data ln the
database (9.2. l, 9.2.2)

Tests Tl, T2

Describißq cases and cas€
uases ig.l.t,9 t.z)

Test T0

Performance: spe€d, memory
(e.3.3)

Test TI0

Pgrformance: speed, memory
(e.2.4)
Test T3

Reüiev?I, rcuse, rc\''lse and
retain {9.I 4)

Tabk 8.2 Techncal Crirctß

Table8 3 Ergonomic Criteria

The above tables arc derived fiom the sections \lherc the results ofthe evaluations fol each critena arc

presentfd, along lÄith *hich tests (if any) were used We follow this framework ofcriteria categories

along Chapters 9 and lo, so tlat for each qpe of criterion the rcader can gain an overvieq ofall

systems \!ith rcspcct to a particular aspert, € g handling noisy data, possibilittes of ilata exchange' erc

To evallrate the systems, we distinguished befireen three kinds of technique:

l. Closed questions (e.g . "Wrlot is the quatit! of the sortware docutnenta'ot??'), that can be

answered bl_ a value in the range 0 _ 6.
Ayes/no question is answered by o for ")'es" aid a bla:rk for "no"

In general, the higher the valüe ofa closed question, the more positive the result for the tool For

instancc, giving the value 2 to the question "Zl at is the influence ofnoisy data on the development

ryr/€rr?" means "noisy data has a rather bad influ€[ce on the development system" We indicate the
possible answers each time where necessary.

lfthe r€sult ofa test does Dot agree with the aNwer to a closed question (e 8 abad result on some tcsts

but a positile answer to the corr€sponding quostion), a foomote provides ar explanation

Ergonomic criteria (ChaPter l0)

.L.-



r

I

8.2

8.2.1

t
56 The Evaluation Fmme.work A Revie* allndushial Case-Based Reason

2. Oper? questions (e.g "llhat kind.s ofdata Wes can a system uset Jlmbol, integer, etc.?,,\.
3. Terrr that provide clear-cut results in terms ofperc€ntages or seconds (e.g. the perc€ntage of

correct classifications ofoew cases, ot the time ne€ded for case refieval). However. thrce tests
have qualitative results, namely T0, T5 and T6_ This is a rcsult ofthe context{ependent style
of ewluation within these tests.

The tools were er,aluated against each criterion tfu.ough a set of questions (see Table g.4) ard a set of
tests. The answers to these questions and tests alre böed on th€ four test domai$ presentld below. We
therefore have comparison tables similar to Table g.5.

Table 8.1. Er'lnple Criteria fabk

Table 8.5. Example Test Table

Description of the Test Domains

Car Domain
The CAR domain was created by Jeffiey C. Scl immer under the original title ..1985 Auto lrnports
Database" in 1987. Most ofthe data ofth€ CAR domain was taken from Insurance Collision REorts.
We chose this domait for three reasons:

. It is Ae€ly available;

. It can be understood intuitivcly;
. It contains a balanced mixture of slmbolic and numerical values.
Most ofthe attributes in tie data set cbaracterise can in their rzrious aspects such as size, 6,pc of
engine and style. In addition, the set contains an attribute called ,.s',rnboling,, to holalthe assrgned
insurarce risk lating. This rating corresponds to the degree to which tle car is more riskT than its pice

CBR D(PRESS ESTEEM KAIE 3.0 RTMIND S '.CASE

s c a l e 4 3 5 e t u .

CBR D(PRESS ESlffM KAr€ 3.0 RE|V|TND Sr-CÄSE

t00o/: . ..... ):00% 98% 98% n0%
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. --",.< Lastl), elen c,|se conlalns infonnalion about normalised losses meaning the rclative averag€
"" *-, "", lnrur"d uelucle per year.

._--t ofthe anribLrres could have served as the target ( t.e. the class attribut€); we decided to take

l'-*^i"n. -[o u. uut. to trerpret the results ofthe tests correctly' we n€€d to examine the following
"i*r. 

,rrui .f,ottt *. OtrnbuLion of \alues for Lhe slot "slmboli4"

Attrlbute ValrG

Figure 8.2. Case Distrib nonlbr yalües ofsymboling

The distnbution shows that it easy to ma.l(e a good guess if concentrating on the ulues 0 and L Besides
the class attribute, the two attibut€s "make" and "number-of-cylirdüs" are not supposed to be
discnminant. whch mears that they should be skipped duriDg similarity assessm€nt.

Tle CAR dornain \üs used to evaluate the criteria of handlins noise and inmmDlete data in üe
database, using tests TL, T2, T8 and T9.

8.2.2 CNC Machine Tool Domain
TlE CNC MACIü\E TCDL dornain (Alrhofi, Faupel ?r dl, 1989) is difficult to handle because it
mntains a large number of unloor,r,n values. Furthermorc. the overall number of afiributes and classes
is vcry high.

The main reason wc chose this domain was the experience .!\'e gained on it during tlle developmert of
Pd'd€r' an tntegaed CBR system develop€d at the Unive6ig of Kaiserslautem (cf Althoff & Wesq
l99 l l

ln fact. thanks ro our enensrve comprehension ofthe CNC MAcHn\ts TooL domain, we $€re able to
o]namicall\ change su b-parts of the respective test. This allowed us to focus on tle featurcs of th€ toolsDeug evalüated, $ith respect to these tests, resulting ill more helpful statements on similantyassessrnent for these tools
lle CNc MAcHh{E TooL domain was used to evaluate the cdteria of assessng similanty, usrng testsrr and T6

-!

-
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8.2.4

8.2.3 Marine Sponges Domain
This database was derived ftom an application developed at the French National History Museum
where th€ aim was to help biologists classify marine sponges. There a.e nine thousand different species
of sponges desüibed in tlree classes (Calcarea, Hexactinellida, Demospongiae).

The main issue with this domaitr was ho\{ to reprcsent the expert knowledge. It appeared to be
necessary to build a database that represented the natural.v"riety and richness ofexample sponges. This
would mcar all expert knowledge had to be ex!,rcssed via the description language (e.g. relalionships
between sub-parts of sponges, uncertainty on mftNur€q ta'onomy on some attributes, etc- ).

The MARI'IE SPoNGES domain ras used to evaluat€ the criteria concemed with descdbing cases, using
test T0.

Travel Agency Domain
This domain was first intoduced by Mario Lenz who delelopeÄ tIß CABATA (Case Based Travel
Agenc,v) system. The data used in the system was taken from ordinary travel brochures. Mario Lenz
added domain knowledge in different representations to male the C,4Ä4Zx system run successfully. We
removed this additional knowledge to make sure that each tool could handle the domain. This did nol
constltutc a restriction since we used drc domain purely for performance testirg. The domain is well-
suited for such tests in tllat the number of cases is fairly high and the success ofa r€trieval step can b€
judged without any deep expert knowledge.

Each case in the TI{A\€L AcENcy dorEin is made up ofnin€ attributes: comfo4 duration, holiday
type, number ofpersons, region, pdca, month, transportation and hotel name. We added a case-nurnber
to make it possible to compare different retde.va.l results. Neither this additional attibute nor the hotel
name were used fot retaieval.

The TRAWL AGENCY domain was used to evaluat€ the cdteda concemed with performance - speed of
case rctrieval alld index consfiuction - using tests T3 alld TI0. It was also used for the correctness and
consistency cnteria using tests T4 and T7.
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Summary of Test Domains

Table 8.6. Ovewiew ofthe Four Test Donains

MARSIE TRAYEL CNC
SPoNGßs AcxNcY MÄcry

# of lalucs Per attnbute

Can the data be-reprc-
gented as flat Bbtes'

yes yes

complex case
structurcs

many unl,nown Pllblic domam
attribute valuesSpecific features

I
L.
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Chapter 9:
Evaluation based on Technical Criteria

In the first section ofthis chapter we cover the criteria that deal *ith the underlying case and knowledge
rcprescntation ofeach ofthe CBR tools. In the s€cond and third sections we cover the criteria that relatc
to the execution system and the development system respectively.

Under some of the cdteria, some ofthe evaluators have chosen to include detailed comments relating to
the tool(s) th€'- evaluated.

9.1 Case and Knowledge Representation
In this sectioü, w€ cover all representational aspects ofthe CBR tools. We start witl the representation
ofcases and thet organisation within the case base, then go on to tlrc assessment of similarity between
cases, followed by the reuse, revision and retention of cases. Finally, we cover the representatron and
use of background howledge.

9.1.I Describing Cases
In this sub-se€tion w€ conc€ntrate on tie expressiveness ofthe case r?resentation language. We
distrnguish between available and defüable attribut€ Rpes, the former rcferring to prcdefined data ttpes
offered by the tool, the latter referring to us€rd€fiaable, user-refnable, or composed qpes. Whercas an
attribute ofq?e Case contains a reference to another case in a case base, an attnbute oftpe Orj?cl
Hierarchy s)ppofts rrrodelling of structured domains that require inheritance, such as the MÄRhts
SPoNGES domain.

9.1.1.1 Representrtion of Structured Domains

Ability to handle structured domains

As a first test, w€ det€mined to what extent the CBR tools {ere able to model the MARINE SPoNGES
domain. Due to the complexity ofthe domair, this task is not trivial. Firsdy, sponges are not
represented as flat structures but as nested objects. Secondly, this domain ne€ds attibutes that can store
onc or more values. In particular, most of these multi-valued attributes cantain complex objects, so that
they carnot be repres€nkd as lists of primitive tFes.

To deal with these problerns, the conclusion is that a fully structured, object-oriented langlage ls
necessary, allo$ing hielarchical d€scriptions irvolving complex sub-objects and relationships bet\Äeen
these sub-objects. The orily systems that support such a description language are KAIE ard S '.C,ASE,



.4 Rel,a\ allntlustßl Case'Bated

. -.1"! suoport the CASL€L object_onented language- The other systems do not support object

i,]llrä., .a "L^t'"* 'cf also Table 9 2)
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cBR D(PRESS ESIEBTI KAII 3.0 REMIND S'-CASE

d-ca ,na "-nt 'ponges dornain be representedt

f,ill*bl. to ut. *rnple\ data rcpresented as obiects?

Table 9. L Results o.f Test T0

-- * q rr aole Io represent objecl-onented structures as'nested cases'. Each slot ofa caw can @ntain
. _'uuEr case shrch rnal have a drfferenr structüe. This nesdng mechanism is limited lo 5levels.

.values-of tlp€ Co.t? mrg be cäses Iiom üe cur€ntly consideted case base, or fiom anolher, already',"'ungone Ho$e\er. matching on anributes ofthis qpe during nearest neighbour retrieval will be a-__ P'_uenury check of th€ case-ID!, rnstead ofusing some srmitarity measure defined in thc casc base to.*n lhe referenced cases. The only wa) !o include atürbutes ofthe referenced caies inlo llrc similarity*"' rtg ts to access lhem via formulas and to store t}e values into new attributes addcd to the referencing*"!: I tus onl] $orks \ultr non_slrbol athbules.

-/
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9.1.1.2 General Expressiveness of the Tools

Tabl€ 9.2 shows th€ gerleral ex?ressiveness ofthe tools. Pre{efin€d or definable attribute rrDes are
Iiste4 together with the mulri-media capabilities.

Table 9.2. Case Representatioh I

),
3

Subranges are supported for Date, Time, Real and Integer.
It is possible to restricl ltre allowed values by an enumemtion or a rarye sp€cification for all t}I,es.
Enumeration of slmbols or y.
Supplier's notc: ESIEEM 1.4 $rppofls enumemtion and intelval by allowing a frxed range for numcnc
entry. wlrelr the us€r choos€s <numeaic> as a feature type, he is autonatically asked for numenc
constraints.
Supplier's note: ESTEEM | .4 supports multivalued featur€s. Two kinds of similärity assessmcnt are possible:
tlle superset feature nätching (sim((a, b, c), (a b, d, €)) = 2 / 5 = 40%) and tho subset fqüüe matchinq
(sim((a, b, c), (a, b, d, e)) =2 t3 = 66o/d.

CBR E(PRISS ESIEEIII IC{IE 3.0 RTMIND s'.c^sE
O Which attribute tlpes are available?

Boolean a a a

List
Relations

a
a

a
a

O Which attribute tt?es are definable?

O Which media can be used for additiona.l infornation?

video a a
O Is it Dossible to use default valucs?
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Other Specilic Features
9.1.!.3

Tabl€ 9 3 covers

uiklo1\n valucs

4trn to the sl$em

some specific features that appear to be important ln particular' the handling of

i. ".,tiä fo. Cgf t*ls, sinc€ generally onty a partial description ofthe new case is

Note that th€ use of unc€rtain values call be handled in two difierelt ways: indirectl-Y, it is possible to

define taxonomes to rcplesent a partial unlo|o$n for an attribute For example' ifyou do not loow tle

exact colour of an object, yot caa defme datk coloar as a value for different dark colours like blacÄ

lr|e!, brou,n etc. KAIE RTMND and S''CASE allow rhis possibility The second possibility is to define

the colour as a mültivalued attribute with a rcstricte-d cardinality. This facility is available in l(AlE and

s,.cÄsE.

CBR E(PRESS ESTEEM KAIE 3.0 RtM'fg -- :199

flt, it porrilt. to rtunoe missing values (do ttot ca'"' )?

6.:6 i, po,riul. o rt-ate unknown values (not lzovn)?

f,Gossrble ro ,rse uncertain raluest

6Tit possible to use negative examples?

Table 9.3. Case Representation II

Suppl lei 5 noe: EslEEIvl I .4 pro\ ides p,raDlucs, soünd and video throügh the definition of a <multimedia>
rQlure tlpe The user then orotides a iadr name for a multimedia file which is us€d as pan of tlrc case
1 ne user can choose one of üuee difie;ent slobal methods of handling missing values: 1) perfect match, 2)
Lornllele inisma(cl\ 3, ,sore rne atlriburel't rs poxible rc grve a zero weisht for do-not{are at$ibutes for special cases $.ith ies, such thal tlrcy no'orrger Inlluence üe comDuuriÄn ofsrmrtann.
I lTt nül cotrsrsl ofdifferenr numbers ofouesuons
i,.Il,ot'n it u pott,ut. ttor-value, bur a case wirh unknorm values cannol be used for relne\?l_u PPIer s nole ESIEEM I .4 ofiers üe possibrhty to trcal uncertartr r€lues with the supert]?e <inferred>

j

,-
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9.1.2 Organisation of the Case Base

ESTEA\-1: An index can be built with some attributes that have to be selected rnanually. The
indexing method used by ESlffM is not documented in the manual. Our expenen6e
with the tool has led us to th€ conclusion that the indexing structure is prcbably a hash
table with a key derived fiom the selected attributes This method collects all cases
with the sane value fo. these attributes in categories strictly separated fiom each other
The nearest neighbour retriev€l is conshained to one ofthesc categories, defined by the
values ofthe new case, omitting tle rest ofthe case base which still may contain
similar cases.

REl.llND. The aütornatic indexing scheme used by REMIND is supported by background
lno\rledge ftom experts. The following is a short description ofthe proc€ss:

t{ENllND can create binary decision te€s, using a clustering algorithm from statistics
(CaRT algoritbrf see section 3.1.3) for use as an aulomatic index. The manual rde$ to
Breiman, Friedman el al (1984). Only attributes specifieC by t}le user as relevart $ill
be taken into account during dlis indexing process.

There are two means of influencing the automatic indexing scheme used for building the
cluster tlee (not countirg the bucket-size pammeter that determhes the minimum
number of cases in a cluster that rnakes a further split necessary): defining protolpes
and definiag a q-model (see sectiod 7.4).

. P.otot]?es are user{efine-d AND/OR formulas ofattribute relations, intended to
reflect a descdptron of a protoq?ical case. An attribute relation is a binary relation
between a case attribute and a constant value ofthat attribute's value t)?e (e.&

'"age<18"if"age"isthenameofarinteger-R?edcas€attr ibute).Foreachtlpe,

there is a fixed set of possible relations.

A proto4pe hiemrchy can be used to pre-filter the case base, sinc€ all cases will be
indexed under ttDse prototlpes tiat desc.ibe th€m. The cases indexed under such a
protoq?e can then be furth€r ind€xed using the automatic hdexing scheme, rlith the
possibility of using different param€ters for each prototype.

. The q-model is intended to reflect causal relationships between cas€ atttibutes Thrs
howledge about causal relationships can be used during the construction oftle
cluster t e€, in that it defnes a prcference ordering on the set ofattnbütes,
restrictrg Lhe choic€ ofthe attnbuie on r\hich l,o base tie nexr split ( r.e the
construction ofa nev decision node), since, il general, an attribute that influences
the value of other attributes should bc considered as a split candi&te first.

IGMTND off€rs different methods for retrieval, including a basic mechanisin to alloB
simple database-like queries, called template retrieval. Templates are us€rdefinable
AND/OR formulas ofattribute relations, formitg a search patt€m that the retnev€cl
cas€s have to meet. Templates can be se€n as telrPolarl protot?€s; retrieval $'ill
retum all cases matching thc template specifled. Ternplate retrieval is of invaluable help
for mainlaining or exploring case libraries.
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REI!||ND also allows the thre€ difrorent strategies to be "nested" in a certain way. For
example, one can firsl retrieve a set of cases via rnductrve retrieval, prcceed with a
nearest neighbour scaxch on this set and finish with a template retrielal on dlat search's
result. This can be usefirl in situations when, due to mrssilg values in the new case,
inductlve rctrielal retums cases with different class values. However, this nesting
always has to be carried out rnanually in that it is not possible to prog.am a fixed
succession of retaieva.l st€Ps.

9.1.3

Table 9.4. Organisation ofthe Case Base

Assessing Similarity
There are two different appaoaches to assessing sirnilari8: exact matching against an absüact
description (e.g. automatically extmcted knowledge stored as a docision tree), or nearcst neighbour
matching using a numerical similaity measure. The KAIE tool employs the fißt approach to similarity
assessment CBI? E(PfiESS, E$Ef:I,t and Sr{ASE allow the adJusünent ofthe similarity assessment
rnethods, but to differ€nt degees. Users of [cllltND can choose between both approaches. The tools
offe.ing nearest neighbour matching allow the assigmcDt ofimportarce for ealh attribute in the form
ofNeights. Some tools arc able to determine a simila.rity score taking into account only sub_parts of
omplex cases, called local contexts. Filtering means reducing the whole case base to a conclusion by
taversing a decision tree until a conclusion is rcached. This can be regarded as exact matching on an

I The decision tree in KATtINDUCnON is static whilst KAIECBR calculates the tree dyamically.
2 Supplieis note: nearest neighbour natching is available in KAIE 4.O.

\

CAR D(PRESS ESIEEM I(AI€ 3.0 RTMIND S,.CÄSE

O Wtrich indexing schemes are aEilable?

a
O Which indexing schemes arc used by default?

O It is possible to further iifluenc€ the indexrng?

O which retne\,al techniques are alailable?
nearcst neiehboü a a 2 a a
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abstract level. Static filtcring using a flxed decision tre€ contrasts with d]namic fil&ring, where
reduction takes place incrementally. Preferences allow thc explicit rar .ing ofcas€s using rules.

Tcble 9.5. Assessing Sinilanty I

Supplier's note: KAIE ,.O, used for this evaluation, did not include these options. I(ATE 4.O doee.
Supplier's note; ESIEEM I .4 ofiers the possibility to adapt the weights used in the similarity assessment (see
Table 9.6).
Within a l0Tclnterval.
Within a definable lnterval.
Supplier's note: ESTEEM 1 .4 provides many more ways than listed in the table.
Special string matcfung (skipping offill-words, stable against misspelling 01 changed ordering).
Ifumming dlstance can be switched bet*€en characters and words. case sensitive or non-sensitiye.

I
7

3

5
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CBR D(PRESS ESIEEN4 KAIE 3.0 REMIND S,{ASE

6 What kinö of weights are used?

url3rown values

O Is it possible to use loock-out attnbutes?

O Is it possible to use tkesholds?
one a4

O Is it possible to incorpoBte declarative knowledge?
scale 3 5 4

9.1.4

Table 9.6. Assessing Similarity I1

Reusing, Revising and Retaining Cases

As can be seen in Figure 2 . I (Chapter 2), reusing, tevising and retaining cases are valuable fealures in
the CBR cycle. They are necessary in order to mak€ the tool increm€ntal. Nole that incrcm€ntal
opeEtion rnay be se€n as an advantage - for example, taking new entries direcdy into accoun! in a
process control operatron - or as a disadvafiage - for €xample, when a helpiesk system ha^s to be
ralidarcd before it is dellvered onlo a net$orl

Table 9 7 shows that only a few tools employ techniques for handling these valuable properties ESTtElll
uses rules, REMTND proposes adaptatron formulas and S'.CASE an update of its rclevance matrix of
werghts in case of failure.

Can be dFamically computed by using of Iules.
Three diferent rnatching methods are available: i) perfect na1ch, ii) c-omplete mismatch. iii) ignorc tbc
attribute. For matching agarnst protoq!€s, the handling of missing values can be a$ribute-specific.
Supplier's note: ESIEEM L 4 allows the system to automatically aletermine \reights using ID3 or gradienl
descent algorithms (see Seatiol 3. L l), or the user can determine tlem using rules.
ISIEEIIi always uses a definable (default 5070) threshold 10 determine, whether two cases are similar
enough

7

3
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Table 9.7. Reusing, Revising and RetaihingCdses

Extracting, Representing and using Background Knowledge

Additional background lcrowledge is helpful in many situatrons. For example, it can be used to restdct

the search spac€ when looking for the solution ofa diagnosis problem ln Table 9 8 we Fve an

oveFiew of vanous tlpes of background knowledge used in the CBR tools

Table 9.8. Ertracting, Representing ahd (Jsing Background Knowledge

ln the form ofcluslers inde\ed b] a clusler tree.
See Section 7.4 for a descnplion of q-models and plotottpes.2

C s Esrtg\,| KArE 3.0 *MIND s'-cAsE

O Does the tool employ techniques to improve the reusing of cases?

O Does the tool employ techniques to handle case revision?

O Does the tool employ Echniques to handle case retention (sto'age ofnew cases)?
a a a a a
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g.2 Execution SYstem

Iitlissectlonwecoverthepe.fomüJtcoofthecBRtoolsduringthgconsultationphase,weinvestgate
; abiliq to handle noisy and incomplete data and consider issues such as flexibility, perfonnance'

corgctness, complcteness, consistency and efiectiveness'

9.2.r Ability to handle Noisy Data during Consultation

c introduction ofnoise during consultation

For this test we used the CAR domain to introduce noise increnentally into tie new

cases. All 205 cases ofthe domain were taken as reference cases and uscd for building
an execution s]stem. Frcm the 205 cascs, 50 werc ündonily selected as new cases
Then we introduced noise by raadomly selecting a possible value from the resPective
value range for I 0%, 20o/., 40% md 60Yo oftis attributes, rcspectivel)'. According to
the different results ofthe systems, we mmputed thc percentage of correcl
classilications for each degee ofnoise ln the following paügraphs we give a short
explanation ofhow the test was conducted with oach tool.

CBR A{PRtssl The weights for CBR qPRESS w€re initially set to I for non-discrimiünt attibutes,

which is tle minimum fiom a scale up lo I 00 (see also a cornment on this point at the
end of section 7.l). All disciminant attibutes kept the default weight of 10. To get
reasodable results, we retneved th€ best 5 cases on each new case The answer was
judged as corect only ifall retrieved cases wiüin a bandwidth of2% came up with the
right diagaosis. Finally, it should be mentioned tha! even when noise $as increased up
to 60%, the tool manag.Ä to F,nd.the identical case in 38olo of all queries

tJTEAÄl: In this test, as \velt as in tests T2, T8 and T9, ESIEI|II used a similarity measure that

weighs all attributes equalty. Only exact matches werc countld, although it is also
possible to use linear distance measures for numeric attdbutes

As ESItEM is not able to rcstnct the nurnber of retrieved cases, we used the first one in
the list of retrieved cases as ttre result, ev€n ifthere w€re more rcticved cases $ith the
same similaity scorc. In such a situation, thg first case shor, n may contail an incorr€d
classification, whilst the second or third one, still with the sarne similarity score, mrght
be the correct rcsult. Thercfore. €ven ifthe correct result was amongst the cases $'lth
the highest score, we counted this as a bad classification, becaus€ we only looked at the
very first rerreved case. Note that the same problgm occured in REN4IND
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K4rE. Tho test was conducted with the KAIEINDIJC-IION compon€nt. After consultiry the
dccision tree, the user gets a probability distdbution for the alifierent diagnoses lf tlEprobability for the right diagnosis was higher than for all other diagroses, this was
tak€n as the classification result_ Due to the nature of decisiol tre€s with their
sensitivity to noise, the results are not so good as compared with the tools using nearest
neighbou malching a single cha.nged athibute value can prevent ihe original case from
being found.

REMIND: This test, as \,€ll as tests T2, TE and T9, was conducted using nearest neighbour
rctrieval with identical weightiDg ofall altdbutes; missing lalues werc ignored for the
computation ofthg similarity score. The classificalion of,1he" nearest Deighbour was
compared with the correct classification. It should be mentioned that a ranoom element
enters into tle test results iftwo or morc cases have the same ma.timal similarity score
The test data for l?FNltND do not take account ofthis; as with ESlfllvl, tho svsrem q3
asked to retriev€ one nearest neighbour. We consider it to be a weak point ifa tool does
not wan/inform the user about th€ existence of odrcr cases with th€ same similariry-,
that are simply not shown because the number of cases to be rerieved had been
arbitrarily rcstricted by the user.

In this test (as well as h test T8), RE[4|ND becomes the victim of its carefully compured
similaritv scorc on numerical values. ln fact, the surprisirg result ofthis rcs[ !s nor üe
fast increase ofbad classifications by RtlVltND, but mther the corect classifications by
the other tools applying nearest neighbour matching An exa.rnple will illustnte the
Doint:

Table 9.9. Problens with Test Tl

Thc table contains oily part ofthe case descriptions used in the CAR dornain, bul let us
assume those three attributes would make up the \rhole case descdption (the target slot
"s)'rnboling" is, of course, ilot taken into accourt). The similarity score between
casel52 (noised) and casel52 (original) will always irmount to 66010 because ofthe
differencr in t}rc symbol-R?ed attribute "engine location". Yet, t}le similarity score
between casel52 (noised) and case154 will depend on the actual distribution ofthe
values for "height" and "length" in the case base, due to the normalisation method
employcd by kMND: it could be lower or hrghcr rhBn 660o. Tlüs is $har seems lo ha\e
occured when REMIND perfomed its bad classificatrons when doing nearest neiglbour
matching with a noised case. Whilst lhe total number ofattributes with differellt \alues
was usually highcr in the r€trieved cases than in the (rcn-best-scoring) original cases.
the number of sl.rnbol-gped attribures rhar had dlfferent ralues was usually lxg.her in
the original case tlnn in the retrieved cases. Surce no orderinq or taxonomic informition

attributes case152 case152 csse154
(noised) (original)

176.58
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olr slmbols had been dcfined, difrer€nt sldbol values alwa,ß resütted in a complete

misrnatch on such an attnbute The perfomrance ofthe other tools in this test could

srmplr be explained by them having _puflshed' dlfferences in numenc talues most of

the time as hard as they "punished" differenc€s in s)'mbolic values Using exact

match€s. the results could have been improved (see ESIffIü)'

The test $'as conducted $ifl the standard indexing parameters ofthe t-d tree After

consulting the S'{ASE s]6tom with the new cases, the user gets a list ofthe retrieve-d

cases ordered by their similarity Only if all cascs with the maximum similarity

contained the same right dragnoses *as tlis considered to be a correct classificatlon-

Table 9.lA Tes! Tl

0 t  t Ability to hantlle Incomplete Data during Consultation

Systematrc reduction of availeble fuformrtion within the new case during

consultatlon

A1l the tools used tle same test procedure as in tlst Tl '

One adla.ntage of CBR is the abilio to mal€ decisions using incomplete infoßuüon

The goal oftlds test was to find out how much infomation was needed by the differem

tools to get a correct classificatioD result

The reference case base for this test consisted ofall the 205 cases ofthe CAR domain

From this set, 50 cases wcrc selected randolr y to reprcsent the new cases The

information in the new cases was then reduced by deleting a given p€rcentage ofthe

attribute values in each case We made tiis delaion fou' times using 107'' 20%' 40%

and 6070 as a parameter' The attnbutes chosen were independent for each run

The resulting ne\{ cases were then enteted into the CBR tools to retrigve the most

similar case fot each one. The "synboling" atuibute was used as the classificatlon

iesult aD4 tttus, drd not take patt in the similanty assessment'

The result ofthis test is the perc€ntage of correctly classified new cases for each degree

of information reductron.

L

CBTI D(PRESS ES]UII KAIE 3'O
induction

REMIND
nearest

neighbour
84
Tü
54

%
6/l
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As the new cases were built from cases that were present in tlrc reference cöe base.therc was always a case with a maximurn similarity "*." "od th" "o*""t "1a"., fi"it,onWe might therefore expect a classification r€sult of 100% for all tools. HoFtvet lt \laspossibl€ tbat the rernaining information in a new case matched several rcferc[c€ casesthat could have a different .,symboling" lalue. As the tools were advised to retneve
only one case, they had to choose one of possibly several cases with a maxirnum
similarity score. In that circumstance, a CBR tool produce an inc_onect classilication,
which partly explairs test results that do not reach I 00Zo

tsrtEM: The similarity measure used in tlis test calculated the percentage of exactly matching
attibutes, based on the total number ofpossible att ibutes and not just on the number
ofgiven attributes. Thus, the highest possible score for a new case with 60% reduced
information was 40%. As the resulting percentages \i,ere rounded to integer values-
ESTEEIVI could compute th€ sarne similarity scorc for cascs with a slightly difterent
similarity to the new case. ln particulat there were more cases with a inaximun
similarity score than without ror.rnding. As only one of these cases could be presenreo
as the most stmilar one, the probability for a bad classification was higher than rvithout
the rounding, which can be seen in tlrc test results for 40% and 60010 infonnatlon
recluctron.

K,ITE. The reduction of conect classiflcations was caused by the increase in the number of
cases found dudng decision tre€ traversal. As morc cases werc retdoveal, t,l1e outcome
of the consultation increasiryly reflected the distribution ofthe diagnos€s in the rvhol€
case base.

AÄ,l,t\D. Since missitg values were ignored, the original ofthe new case $as alwa!,s amongsr
the best-scoring cases. The two bad classifications that occurred with 60% infornation
reduction are due to the &ndom effect mentioned in the conunent about lest Tl.

Table 9.11. Handling Incohplete Data dunhg Consukation (Test T2)

Flexibility of the Execution System
In the following, different kinds of consultation mode appear: system-driven, system/user-dflven,
user/system-driven, userinven. A s)stem{riven consultation completely contols the order of
interactions with the user b]' prompting for ans*ers, in contrast to a useridven consultatron. $here th€
order ofattdbute value specifications is completely determined by the user. An example ofthe former ls

9.2.3

CBR D(PREsS ESITEM KAIT 3.0 REIIIIND s,cAsf
lnduction nsrest

neighbour



. ^-.-^ ot Indusmal Cose-Based Reasonng Tools E\aluatlon based on Technical Criteria ?3

/llrarüc case-filrering; an example of the latter ß nearest neighbour letrieval The other hlo kinds

f"p,"."nt .orbrnution. of boü coosultaüon modes, uhere the mode order rcflects the degree of control.

CBR E(PRESS ESIEEIVI KAIE 3.0 RTMIND S'.CASE

fls the user able to conect previous input during interactive consultatlon?

scale 4t 6 6

- I. th" systern uble to use additional strategies ofproblem solving?

Is the system able to confirm or deny a solution when the user asks for that one?

O Do€s the syst€m bandle a refutation ofthe solution by the user?

O Does the system support different modes ofconsultation?

O User{dven consultation: how many attnbutes can be selected at once?

a l l a 4

O System-dnv9n consultahon: does ihe execution system contlol the flo\4 ofthe consultatron by
prompting the user for input?

Table 9 l2 Flexibiliry oJ lhe Lrecunon Ststen

The possibility ofcorecting previous ilput is renricted. The questioß supplied to lhe user are collected
ftom the list oforrently matching cases whilst the most promising questron is presented firs1.
At the end of an inductive retrieval, RdliND not only retums the set ofcases foünd during clusler tree
taversal, but also comes up with an 'explanation' of its result. This ex?lanation consists of an overview of
which protot'?es applie4 which decisions (i.e. tests on attribute values) were made during tr€€ traversal
until rt encountercd a cas€ cluster. which dr$erent oücome values have so far been found and the number
oftheir occurrences etc. There is no possibililv of denling a solutron.
The svstem allows cases with c€nain classificatron vatues to be excluded flom those retrieved. Refulation
can be achieved by pdendng the same classification b€ing proposed again (in subs€quefi retnemls duting
Ine current consultation).
bupplier's note: these opüons are available with lÄlE 4.o.



9.2.4 Performance of the Execution Svstem
K4tt. Thcre are different results rn the speed ofconsultation between the induction

componcnt and the CBR component ofthe system Using induction, the decision rree isgenerated dudng the building oftle execution system. Thus, there are shon
consultation timcs. ln the CBR mode, the case base is used to dFarnically ca'"ulale the
best attributc fo. filtering tle case base. For a large numb€r ofattributes and a hi.qe
number of cases in the case base, this can take a few seconds for each attribute \;se
value is requested.

RÄ{11,\D. The test was conductcd using nearest neighbour r€trieval only, since it [ould noa make
any sonse to cluster the case basc and carry out inductive retriera.l wfthout any uselirl
rarget attribute. The mth€r long time required by REI\4|ND is probably caused b) rß
complcx svrnbol matching method du.ing the linear search (notice the high number of
slmbol-twed attribures in tlrc TRAVEL AcENcy domain). Since we had !o remove the
slmbol taxonomy originally connected with the domain (e.g. to cope Nith general
descriptions of the kind of piace a client wants to travel to) so that all tools could
handle the dornailt, r€MND do€s this work umecessarily.

SJ-C45E' Thc high values for consultation with 1,420 cases resulted ftom the large memory
requircments ofthe S,-C{SE system. The rcal consultation time is alnost linear r,!.1th
the number of cases in the case base, but during the consultatron, much ofthe dme $as
taken up rlith SMALLTALK'S garbage collection. Thus, the time for garbage coll€crion
has this negative effect on average consultation time.

RetrieYal Tim€

The samc settrngs as in tcsts Tl aad T2 \ere used.

The TM\€L AcENcY domah was chosen lor this test because it encompasses the
highest number ofcases. 50 ofthe 1,470 cases were used as new cases. The remaulng
1,420 cases were partitioned into four setsi two sets of 200 cases, one 0f400 and one
of 620 cases. By successively merging these panitions, we obtained reference case
bases of 200, 400, 800 and 1,420 cases

The times werc measured for retieving the most similar case and the five ard ten mosl
sünrlar cases for a nen case. These ralues trere measuted on the same hard\\ale \\ilf
no othcr program running on it, exc€pt the CBR tool itself and the Windo$s Program
Manager. The values shown in the table below are the avemge values over ihe 50 ne*
cases for every combination of tle para.reters. Sincr ft" time wus .eatr.ed m,aoutll '

the values may include a f9w tenths of seconds of "reaction time", r'hich can sLighll!
falsrfi' the resuhs Our defifttion of letnelal t|rne used rn this conte\1 is the lime
elapsed b€tween tiggering the retrieval with a mouse or keyboard actton and fle
displaying ofthe results on the scr€en.



CBR E(PRESS ESIETMI/ KAIT 3.0 REMND S'CASE

i--osr sirular case of 1.0 sec. 7.1 sec. < I sec. 5.2 sec. L5 sec.

most similar case of

ten most similar cases
of E00 cases

of 1.420 cases

' . - ! l
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These tests were carried out without building an index, because building an index is a

speciat fcature in ESIEEIT'I and not a default setting Thereforc, it is not surpdsing that

thg retrieval time grcws alrnost linearly wilh the size ofthe reference case base, as the

tool probably does a linear search

Table 9.I3. Speed ofthe Executioh Sltsten (Iest T3)

ln ESIEEM, the üser cannot limit t]rc nlmber ofretri€ved cas€s to a spe.ial valu€. Thercfore, the table shows
rnree ümes tle same value for each size of the reference case base. with tie same settings, the pure
relrjeYal ume does not clnnee slenrficantlv Irom one ftw cas€ to another. Houever, thg time needed to
buld lhe resüh window depänds"stronety on üe nurnter of cases actually retneved. An empty resurt
]t9oo "pp"-t ,tro* "t änce, wherJs a window conlaining l0 cases may ta}e aboul 4 seconds to be
uapldled aicr rhe ' please wair" message has üsäppearedölppljel's note: ESTEEIü | . 4 emptor s mwly coded ;etrieval algorithms that would change t}rcse dmessrgefcanlh
Sr'pplie* nore atthough rhe resuks pr€sented for yÄIE arc better than \iith tlle other syslems, Acknosoft-.*N rue to s12le thar 't leels üe lesr is noL relevanl and comparable b rhe other wslemr Indeed. lhe'" 'cvat ume was esred for reElevins a case in a decision tre€ because KAIE , o did not include nearestqcnbour kATE 4.o inctudes a neareit neighbour rerneval $rth pure unind€xed neare$ neighbour.'*utval ume beN3en I and 2 seconds has been achie\cd for the 1,4?0 ci-ses $'ü kAIE 4.o
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Table 9.14 shows tie requirements ofmain memory and disk space. The given lues were either taken
from the documentation, or they were verified during the tests (TRAVEL AcENcY domain / 1.4?0 cases)

Table 9 lJ. Main Menory and Dsk Space Requirements

q t ( Correctness of the Execution System

Classification of Identicel Cases

When the new case is ad exact copy of ar existing case in tle case base, we would
€xpect a CBR qßtem to recognise this and to rctrieve the corresponding case. In ord€r
to test whether the CBR tools do this, we used the same test configuration as in test T3,
but this time us€d the {'hole base of 1,470 cases as rcference cases. This ensurcd tLEt
€very new case was also present in the case base. Again, we retri€ved the most similar
case for each of the 50 nerv cases. As tlerc were no duplicates in the case base, the
most similar case had to have the sarne ID as the new case. The result shown rn the
table below was the percentage of co.recdy rstrieved cases.

Table 9.15. Correctness ofthe Similarity Measure (Test T1)

Altlrcugh aner loading the case base REMTND only required about 3.5 MB, this valüe increäsed whilst
working with the case base..
The vahr€ given in the table only r€fers to the decision tre€ when explicitty stored on disk.
Tlrc value given in th€ table only refers to tie case tase; the RGMND development shell ne€ds about 2.8 MB
on a hard disk. We do not know how much a runtime version of RTM|ND would require.

2
3

CBf. EXPR€SS ESIEEM I(AIE 3.0 KMIND S'{ASE
O What is the consumption ofmain memory ofthe execulion system n€cessary to handl€ the respective

domains?
8 (Mtn. 4) MB 8 (Min. 4) MB 4 MB 8 MBr 16 MB

O What is the consumption of disk spac€ ofthe execution system nec€ssary to handle the respective
domains?

9OO KB 7OO KB 10 KB' I MB3 13,6 MB
ith ind€x: 1.4

CBR O(pRISS ESTEEM I(AIE 3.0 REMTND S,.CASE
O Do€s the execution system behave correcdy with respect to the input data ard the underlying

similarity measure?
s c a l e 5 4 6 6 6 6

O TEST T4
1000/. r00yo 100% 10070 100%
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Compulsory Erercise of Similarity Measures

Here we tested the capabilities ofthe similarit_v m€asures using the default settirgs. We
used the following cases that were slrucfured acmrdiDg to the CNC MAcrmI TooL
domain, but which were not prcsent in the existing case base. In tho first st€p ofthis
test, Casecorrect and Caseldco[ect made up the complstie reference case base; for the
second step, the 311 original casgs plus these two cases made up the reference case
base. The new case was the same ill both stgps.

CsseCollect:
EnorCode = i59
VOStateOutT = logical-l
Valve5Yl = switched
vostateout24 = logical-o
Valve5Y2 : not-switched
PipesClampingReleaseDevice = OK
I/O Stateln3 2 = logical- l
DIAGNOSIS = IOCardIN3 2i5 gDefect

Caselncorr€ct:
Enorcode - i59
Valve5Yl = not-switched
VOStateIn32 = locical-l
DIAGNOSIS = Ma$€ticswitchsY l Defect

New case:
EnorCode = i59
Valve5Y2 = not-switched
VOSta&In32 = logical-l

We assumc that the correct diagnosis for the new case is IOCardIN3 2i 5 gDefect .

The new case rnatches CaseCorrect in all ofthe three giveD atbibutes, whereas it has
only two common values with Caselncorrect. OD the otler hand, it does not contain
values for foür attribut€s filled in Casecorect and only one for Caselncorr€ct. In this
situation, a system like PATDEX (see section 8.2.2) [ill alwa]'s retdeve Caselncorrcct,
i.e. the inconect result, as the most similar case, becaüse it assigns a negative \"'eight to
missing values.

Table 9.16 shows the result for the tools examined in this test.

a Charging weights for numerical values can cause problems - see Sectior 7. I for explanalio .
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Table 9.16. Results offes! T5

Voluntary Exercise of Similarify Measures

This test is a khd of free-style exercise to examine various features of the CBR tools.
We tried different similarity measures aad discuss below their efcct when applied to
the same data. The conunon data for this test consisted ofthe whole CNC MAcfn\E
TOOL case base \Äith its 3 I I cases plus the cases fiom test T5 . Th€ new case was also
the one from test T5.

The value of ErrorCode in Casecorrect ard Caselncorrect, i59, does not appear in the
rest ofthe case base. However, therc is another case, Casel38, rrith the correct
diagxosis I O C a r dl N 3 2 i 5 9 D efe c t.

As a coriJnon start, all the tools had to rE)gat the query from test T5 with the larger
case base, but witl the same similadty measure. The question wasi werc other cases, in
particular Casel38, retdevfd? Then \,1,e tried to improve the result by adding different
f€atures to the similarit_v measure. We hoped w€ could include the use of background
knowledge, fcr instanc€ as expfessed in the folloi{iag causal rule:

lF Errorcode = i59 AND Valve5Y2 : not-s\ritched

THEN Vostateout24 = logical-l

Unfortunately, it appeared that none ofthe tools could make explicit use ofthis rule
{ahhough it was possible ro represent I in RtMt{\D and ST.CASD lo relne\e
Casecorrect instead of Caselncorrect. Therefore we tried to get the right ans\Ä"r by
means of weights, preferences on the attributes and so on.

Ne3rest neighbour retrieval, with missing values b€ing ignored, retums both Casecoüect (100o/o) and
Casclnconect (100%). Neith€r of thc l1ro ot]rcr settings for handling missing lues yields a higher
similarilv scorc for Casecorrect than for Caselncorrect.
Inductive Retrieval: The cluster tree contaiis ihe single decision node "ValvesYl is switched?". Since the
nelv case do€s rot specify this valuc, both the large and the $nall case arc tctdeved.
Using ncarest neighbour rnatching with missing values b€ing ignored, all other crses have a lower
similarity score. Inductive retrie\,al retums 249 cases (because oftl€ many missing values in tle query
case), lealing the user helpless.
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CBR EX?RESS

men a tool could use a test selectioD componenl we arswered the given questions \t'lt}
the values of Casecorretl if the question dealt with one of its attnbutes, otherwise with
'\rnknown", tlus simulating an end user who looked up additional f rlt s)T nptoms on
his CNC machine when request€d for that by the CBR system

Oüer possible features to improve tlr simjlarit) msßure were

. Intoducing different weights;

. Changiag the handling of unlclovn or missüg valües;

. Combining inductive methods and nearest neighbour retrieml.

The effects of the different features are dlscussed below.

As mentioned in the description oftest Tl, the woights for CBR E(PRESS were initially
set to I for non{iscriminant attributes and kept to I 0 for all other attnbutes. Usmg
these settings, CBR EXPRESS rctrieved Caselncorrect as, for exampte, PATDEX would
do. The reason for this is that the computation of similarity is based on the percentage
ofthe correctly-a.nswered attributes oflle /etlieved case This results inascoreof
about 43yo ß17\ for Caßeconect ../'td 67yo (A3, for Caselncorrect Thus,
Caselncorrect takes advantage ofthe small number of questioni answered in the query.
Ifthe user proceeds with the consultation by arsweing the correct laloes for
"ValvesYl" ard '?ipescla$pingReleaseDevic€", the similarity for Casecorrect
increases to 727o, which results in a correct answer. Besides answeing more questions,
th€ reaction oflhe system could easily be improved by intoducing absence weiglts to
punish tle absence ofal answer in ihe retrieved case. For oxampl€, a sltun€tnc
absenc€ w€ight of-10 for all discriminant athibutes will reduce the score of
Caselncorrect to 33o% ((10+10-10) / 3 ) aDd, thus, result in the mrrect answ€r.

With each ofthe similadty measures used, ESIEE I retrieved Casecorrect and
Caselncorr€ct as the most similar cases. The cbanges i! the simila.ity measures only
improve-d the distanc€ betwe€n ihese two cases and the oth€r cases.

Default settings:
. Casecorrect was retrieved with 4% sinilarity score, Caselnc-orrect with 3olo and 15

otler cases with l%. Amongst these 15 cases ESIEEM retrieved Casel38

Weights:
. All attributes got the {eight I exc€pt the Errorcode with 2 With this simrlarit"v

measure ESTEEM retrieved Casccorrect with 5%, Caselncorect with 4% and the
same 15 cases as before with 1%.

Index built with the attribute Errorcode:
. With this inde& ES-IEE\4 only retrieved cases with an exact match on tie

Elrorcode. These were Casecorrcct (4%) and Caselncorrect (3%). Casel3S \aas
not retrieved because Errorcode \,!as different fiom the new case

ESIEEM:
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REI-1L\D: Rather than demonstrating the effect each single integration stsp ofbackgrcund
knowledge would have on the rctri€val result, we describe how REMTND'S features could
be used to cope with this domain.

Causal rules like the one mentioned above could be included in the following way.
Instead ofthe original attrib\\te IOStatusO Uf24, a new attribute was added to the case
reprgsentation and \\'as then considered n th€ clustcring or matching processes. This
new attribute's value was equal to that ofloslatusoU?24 when this attribute had been
specified by the user. Othcrwise, it was determined by a formula implementing the
causal rule.

The CNC MACIü.{E TooL domain includes a diagnosis task. Instead of quer,ving the
system witl a complete case descdption, the eror qdptoms had to be ascertained
during a search procedure. This search procedure should be guided by the system b)
prompting the user for values of attibutes considered to be relevant (test selection).
Thereforc, a consultation should begin with an inductive retrieval, where the system
asks the user to enter values for unspecified attributes encountercd durirg cluster taee
traversal. Thus, a new case is seated (or its initial description augmented)
ncrementalll,.

The order in ilhich tests had to be performed could bc higl y rel€vart, since one test
proc€dure might cause tie impEcticability of another test proc€dure. Although tools
that solely rcly on entropy meöurcmsnt cannot take account ofthis, RtlVltND's concept
of q-models can be used to influenc€ the order in which attribute values should be
detemined.

Witlout a q-model, the followilg questions were asked during the consultationl with
the new case (answen given by the uscr are shou'n in parentheses):

Questions:
ElectricalConnectionsToolGrip? (unlnown)
ToolGrip? (unknwn)
Spindlestop? (unlarcwn)
ElectricalconnectionsclampingReleaseDevice? (unkno$,n)
Relay2lK?? (unloown)
Relay2l K3 ? (unloown)
tostatuslN35? (unlno\rn)
IOStatusOl_IT24? 0ogical-0)
SafctyDiode5Y I ? (unkno\rn)

This resulted in the retricval of79 cases with 14 different diagdoses (retrieved under 8
clusters). Amongst them was Casecorrect, but not Caselncorrect because it was not
indexed by "Valve5Y2 is not'switched". Thus, proceeding with a nearest neighbour

I Bucket size for the construction of the cluster tree: 2; minimum number of cases to rctlievei 2.
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retieval on this set of cases determined Casecorrect as ttrc only case with 100%
similarit-v score-

This prccess could still be improved in several ways: for example, including the given
rule as dcscribed abovg prevented the system from prompting the uscr for the lalue of
"IOStatusOuT24". In this way, the consultation process could be shortened
Nevertheless, tle user had to answer a lot of queshons tllat werc irtelevant to the lalue
specifl ed for "Errorcode".

An examinatiotr ofthe cluster tree revealed that "EnorCode" was not chos€n as tlle first
athibute, probably because the number of cases stored in tle case bas€ \tere not
sufficient to identifu it as highly relevant for t}le "Diagnosis" value. One \eay to glve
REI\,||ND this loowledge 1{as to defin€ a simple q-model t}at contained the information
that the value of "Diagnosis" was directly influenc€d by the value of "EnorCode"

A better way orgarising the cases would be the mnstruction ofa prctol)?e for every
possible value of "Enorcode", because oftho existence ofdlfferent "error search
schemes" for tlese values and the "error search schemes" could be used for the
dcfinition of q-models t .

ln our example, this partitioning ofltre case base caused Casecorrect and
Casolncorrect to be contained in tle sane cluster, indexed by the prototlpe "Efiorcode

is 159". Since our goal was to distinguish betwe€n those two cases, some work had strll
to be don€. For some reason, I{EN'llND's ciustering algorithft refused to split chrsters that
or y contain two cases (even if it could do so), so we have to üeate a third case (e.g a
copy of Caselncofect) before we could start clustering.

With these improv€ments, the consultation with the nsw case amounted to one question:

Question:
Valve5Yl? (switched)

The onl)' case retrieved was Casecorrect.

S.l-a7st tt is possible to add a rule to the s)ßtem similar to the one given in the question abov€.
This rule is used for nearest neighbour rnatching to derive background loowledge. It is
also possible to toggle, during consultation, to a systemdriven consultation to ask for
background loowl€dge to increase the information gi!€n by the cunent situation (new
case). With the SMATLTAT,K-8o programming interface, it is possible to define
attribute-specific similarity measures. Here the user caa define unknown-specific
srmilarity measures. It is also possible to use a table to define these mcasures. In
combination *rth the user{efinable weights, it is possible to refine and improve tle
m€asurcs to Droduce an imDroved solution.

I This made it possible to aLsrcgard atEibutes for the values had b€€n specified unnecessarily, i.e. üeir values
\\'ere olno imporlance for the correcr drägnosis.

lndustrial Case-Based Reasoning Tools E\aluation based on Techflcal Criteria 8l



82 Evaluation based on Technical C.iteda A Reyte\! oflndustrial Case-Based Reasoning Toot:

CBR B(PRESS ESIEE\,I KAIE 3.0 REMIND s'.cÄsE
O Does the tool employ rules or formulas to irnprove the retri€val process by deriving additioDal values?
A causal rule could have the following folm:
IF ErrorCode = i59 & Valve5Y2 = not-switched THEN Vostateout24 = losical- l

/ n o a a a
O Does th€ tool select dle ord€r ofquestions to narrow down to the right diagnosis?

s / n o a a a a
O Does the tool allow tlle handling of unknown values to be chang€d?

' s / h o a l a a O

Table 9.17. Correctness ofthe Exeaüion Systen (Test T6)

Completeness of the Execution System
The two main points a system has to answ€r in relation to the completeness criteria are: Do€s th€
systern cope with the complele domain? Ifno! is it able 10 detect ttlat a conclusion is not possible? The
following table shows that none ofthe tools answercd both questions in a complete way.

9.2.6

o ' t  7

Table 9.13. Completeness ofthe E eclttioh Slstem

Consistency of the Execution System
The consistency ofthe execution systern is a major requircment in all applications. Obviously,
consist€ncy is not always compatible with other needs, such as the nepd for incrcmettal operation: it is
not possibl€ to have an application s]stem that evolves smoothly over time ard that ahaays provides th€
same output. Table 9. I 9 shows that all tools are consistent as long as theü execution slstem is flred.

I lfan abscnce weight is imroduced this penalises Cas€Inconect (33% instead of650/0) enough to let
Casecorrecl win.

CBR D(PRESS E TEBü KAIE 3.0 REMIND s'.cAsE
O How easily ca.n the execution system process and combine different kinds ofknowledse to handle a
domaln as completell' as possible?

O By which techniqu€ is the execution systern able to detect that a new case cannot, or probably cannot,
be classified?

knock-out attributes a a a
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CBR D(PRESS ESIEBT,I I(AIE 3.0 REMIND S ,.cÄSE

O Is the execution system stable over time, i. e do you get the same result when using the sane mput
dalal

s c a l e 6 6 6 6 6
O Wherc it is possible to determine tle odcr of input, is the execution system sensitive to the ord€r of

Table 9.19. Consistency ofthe Execution Slstem

Rep€ating th€ Sarne Queries

We tested the behaviour ofthe execution system over time by applying the same quenes
rwice. We used the TP.a\iEL AcENcY domain, taking all cases except 50 as reference
cases aDd these othcr 50 as new cases. Each new case was prcscnted to the tool twice to
retrieve the most similar case wiü no changes to the executiol syslem between the t\\'o
retrievals. We note the percentage of identical results in tho following table.

o t 7

Table 9.20. Consistenq, ofthe Ercc1ltion Slstem (Iest T7)

Effectiveness of the Execution System

The ellectiveness ofthe execution system !r'as measurcd by the number of interactions needed to reach a
conclusion. We detcrmined which systems optimise (minimrses) this over time. Only those that
mcorporared mdex computatron - kaIF and s'{ASE - could perform such opurrusarion.

Table 9.21. Efectiveness ofthe Ercc tion Slstem

I During inductive retrieval it is not possible lo change the order of input; neärcst neighbour retrieval is not
sensrtive to dre order ofinput,

i
I
I

-^-

CBR EXPRESS ES]EEM
100%

KAII 3.0
100%

RTNIIND st.cAsE
to0%% ofidentical results 100% 100%

CBRD(PRESS ESIEEM KA]E3.0 RfMIND s rcAst
O Does the execution system optimise the number and/or the order of intemctions over time based on its

experiencei
a2a
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9.3 Development System
In this section we cover the behaviour ofrle CBR tools during application dcvelopm€nt _ the process ofusing tho generic platform in order to build an execution system that rttlls a particular application We
rnvestrgate the ability to handle noisy or incomplete data during this process ald consider rssues sucl6s
performance, consistenry, effectiveness and adaptability to user's needs.

9.3.r Ability to Handle Noisy Data During Application Development
Tools applying nearcst neighbour marching for similarity assessmeDt are inl*rently resilicnr ro a certain
kind ofnoise. The effect of noisy data is more-or-less compensated for by computing the similarity. A
second possibility for handling noisy data is to use data t!!es that de6ne partially unlarc\an or uncertain
r,alues such ö s)'rnbol taxonomies, or synbol ordering. The eaistence of such data qp€s enables the
user to represent domait definitions that caa - witl some rcstrictions - handle noisy data. The effect on
classification accu@cy caused by noisy dala during application development is generally much hiqher
than that caused by noisy data during consultation.

Systematic Introduction of Noise during Application Development

In this test, we iitroduc€d noise hto the case data in the same way as in test Tl. This
time howev€r, we kept ihe new cases unchanged and changed the referenc€ cases
rnstead. For each ofthe four steps ofthis test, we used the whole CAR domain case base
with its 205 cases, respectively changing 1070, 20%, 40% and 60% ofthe atribute
values of every case. With these case bases we rctrieved the most similar case for 50
new cases taken fiom the 205 odginal cases and computed the percentage ofcorrecdy
classified cases for each depree of noise.

CBR DORfSS ESIEEI\.I I(AIE3.O REMIND S,'CASE
O How does the system support th€ development of an execution system tbat is rcsilient to noise?

tolerance interval a

l0%noise IOO% lj \yo E8o/. g2o/, 1g07e,l

Table 9.22. Handling Noisy Data Düring Applicanon Development Sest T8)
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9.3.2 Ability to Hantlle Incomplete Data During Application
Dev€loPment

r-FrffiE;l
Egs*rt"t"tic Reducion of Available Inlormation within the Reference cases during

Application Development

This test is the counterpart ofTest T2 We took the 205 cases ofthe CAR domain and

deleteÄ l}o/., 2O%, 4Oy. and 60% of tlte attribute values respectively' thus obtainmg

fourcasebasescontainingdifferentamountsofirrformation.50ofthestill-complete
"ur", *"r" *k"o * n"* cases for each ofihe fout case bases Again we computed the

percentage of ooncct classificatioDs for each percentage of infomation that was

removgd from ihe rcfer€nc€ case 'lata

Table 9.23. Handting IncomPlete Data During APPlicatlon DeveloPment (fest T9)

In contrast to test T2, the eJfect of missing values for KAIE is very low Sinc€ all values

of attributes on which decisions have to be nude during tre€ trave$al are sp€cifie-d in

the new case, it is not Decessary to follow more than one path l'lus' the reductron of

informauon can only cause bad classrficanons rf leaf nodes conlam more 'han one

dragnosis ln üe lesl domalrL lhis occuned very seldom because in general a fe$

attributes were sufficient to identify the class value The reduction ofinformatioD

necessary for a classification is the fu1lda ental idea of a decision üee built usmg an

iniormation gain me3sure.

Performance of the Development System
Note that the times requircd by the tools are not directly comparable since they accomplish tasks of
difürcnt complexities. For example, tlEl\4tND proc€€ds linearly, searching rhe case base for D€arest
neighbours and, thus, probably builds up no particular indexing scheme' whilst KAIE constructs a
qecrsron tree based on tlrc best information gam.

9.3.3

REI\,IIND S'CASECBRDORLSS FSIEB\,I KATFJ.O

O l, - ""*bla ,. t"Pt"*fi unloorÄn values explicitly in the execution system?
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Building Speed for Automatic Applicstion Deyelopm€nt

This test measures the time required by the CBR tools to build execution s]6tems with
differently-sized case bases. The case base us€d ill this test was the whole TXA\€L
AcENcY domah with its 1,470 cases and subsets of200, 400 ard 800 cases. Since
neithe. CBR E(PRESs, nor ESIEEM have explicit options to buitd an indeKirg
mechanism (decision tle€, ,t-d tree, ere), tlis test xas not dir€ctly rcleva.d for them.
Results ofexplicit geDeratiod ofthe indexes are given in Table 9.24a For REN,I|ND. we
wer€ not able to build a cluster tree on the whole database in a reasonable time. Since
REMIND builds binary tees, this p.oblem is probably due to the high number of values
for some attributes (in addition, there app€ars to bave b€en memory problems with this
version tlat have beerl solved in a newer release). The building time for I(AIE
corresponds to the induction tlee building and for ST.CASE to üe ,t.d tree buildins.

Table 9.21a. Building Speed ofthe Development Srstem (fest TI0)

Since the results of s€ction 9.2.4 (se€ Table 9.13, speed ofthe execution system) clearly
show that th€ retrie l time in CBtl üPfiESS is not affected by the number of cases in
th€ database, $e assumed that some indexes were built autornatically. Ifther€ was no
index at all, the retrieval time should b€ linear with the nurnber of cases_ There is no
indication in the manual about an indexing m€chanism. We assumed that ifan indexing
mechanism was built automatically, this must tale plac€ during loading and we thus
measured loading time for the same case bases as in the previous table_ The values thus
coresponcl to memory maiagem€nt activit-v following data loading and possibl), to the
building ofan implicit indexing structure.

Supplier's note: tlis refers to the time lor conslructing a staric decision tree for KÄIE]NDUCT|ON. For KATE,
CBR, a patl in th€ decision tree is Ö.iamically built according to the user's query. With KAIE 4.O, which
has been re$.rittcn in C. Acknosoli claims ro have obtained genemtion ofthe whole tree for 1,4?O cases in
less tlan 7 seconds fot tlre Eavel domain
The long time required for 1.470 cases r€sults fiom the gaöage collection invoked by the Smalltalk-8o

)

CBR EXPRESS ESIE\,I I(AIE 3.0 RTMIND s '.cÄsE
O TEST Tl0 (time in seconds)

building time for 200 411 18
cascs

,'::i-.;i.*!-r-:a:,n;::,.- - '-a -': --
::.:: :r .Gi.!.ss .:'.:
building time for 800 195 104

cases'-i--:1i:-::r:!: :.- 1 ;r;
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TEST TIO
loading time for 200

loading hme for 800 241 67 64 15 239
cases

Iabte 9.21b. Ttne Reqltired to Load the Case Base and Possibl! B1/ild Hidden Indexes Sest Tl0)
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9.3.4 Consistency of the Development System

Thc d€velopftent system should give consistent rcsults when building an application Given the same

input on two ahffcrent occasions, the developmert sysEm should produc€ the s,une execution system
Al! tools except [lEMlND wcro consistedt with respect to this requirement.

CBR BPRESS ESIEEM KAIE 3.0 REMIND S'.C45€

O Is the development system independent ofthe order of input?
a a a l a

9.3.5

Table 9.25. Consistency of the Developmekt Systeh

Effectiveness of the Development System
Manv parameters have ai influence on the quality oflhe development system. These include cost
functions, s),stem optimisation over time, input data mnmrsalon, ela Table 9.26 sunvnarises thcso.

' ror nearest nclshbour retnevat- Rd\4tND Delfofrns a linear search ol'er the case base. The oraler in whichleheved cas€s; ilh rhe sam. si.rLutrq ."ot. ur" presented reflecls lhe order in which they were stored(e g. mported or created) into ihe case base. As mention€d in a cotffnent lo test Tl- a restrjcbon on LneNrnber of nearesr neishbours 10 be retneved cän rhus introduc€ a random elemcnt inro the retrieval re$rlt.
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9.3.6

A Reriew oflndustial Case-Based Reasonins Toots

Table 9.26. Eflectiveness ofthe Developmeht Slstem

Adaptability of the D€velopment System
The last section ofthis chapter deats with the adaptabilitl, ofthe developmcnt system, r.e. rh€
possibility of modiE ing its output according to its input.

Tab le 9. 2a. Adaptobt lr ry of he Deve loprne nt slskm

CBR D(PRESS ESIEEM IG]E 3.0 REMNo s'{AsE
O Ia what way(s) does the development s]stem help minimise the amount of input case data necessary

to cope with the intended application dornain, e.g. by use of background howledge and,/or leamiD;?

O In what way(s) does the development system make efective use ofadditional paraneters?
süe ofa final leaf 1 a t

Does the developmert system support th€ optimisation of the execution system over time based on the
systern's expcrience?

CBR D(PRESS ESIEEIT.I KAIE 3.0 REMIND s,{AsE
O Is the development system able to expliciü generalise data?

O Is tl€ d€velopment system able to automatically purge data?

I Suppher's note: available in kATE 4.O.

)
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Chapter L0:
Evaluation based on Ergonomic Criteria

Ergonomic criteria include those dealing with applicarion devglopmen! explainability and rnodelling

suppor! user acceptance ofthe CBR tools and the organisational imPact of tle underlyi4 technology

Thesc criteria complement the technical criteria ln this chapter we cover ergoDomic criteria and give a

summary ofour impressions ofihe user interfaces, gained $'hilst using the CBR tools during the

evaluation process.

10.1 Application DeveloPment
The ergonomics of an application development interfac€ are very impoftalt if we want to use a tool to

dev€lop an application. We inv€stigabd thre€ kinds ofcriteria: the control ofthe application
development, the possibiliry of lalidating the resulting sysEm and tle ease ofacqurring arrd maintaining

new data.

10.1. I Control of Application Development

The following questions are concemed with the ability ofthe tools to represent backgound loowledge

ofthe domaiq whether they allow tle inclusion of differcd loo$'ledge modules into the current
consultation, and the effect on the quallty ofthe execution system- The morc knowledge a system is able
to integrate into its r€asoning processes, ihe more likely it is that changes in the behaviour ofthe
execution slstem will be observed.

CBRE)GRtrSS ESTf,DM KATE 3,0 RIMND 53-CAsf,

10.1.2

Table 10. 1. Applicanon DeveloPment

Validating and Testing the Execution System

It is an import nt feature for a CBR tool to be able to t€st its output. The developer is then able to
corect ltre system before deploying it and to test whether the overall application is understandable ln
other words, aloes it use knowledge that is direaly understandable to ease wlidatioD and acc€ptanc€?

I-t-
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Table 10.2. Validanng and Testikg tfu Exec\tiok System

Acquiring and Maintaining Knowledge and Data
lncremental operation is the characteristic most ftequently accorded to CBR tools. Tools should
thcrefore be fl€xible wilh respect to knowledge updating, data acquisition, rcvisioq ela The following
table shows tlEt there are promisilg approaches to these problems, but that they are Dot yet entirely
solved.

Tabk I4.3 Acquinkg and Maihtaihing Knowledge and Data

10.2 Explainability and Modelling Support
As stated in section 10. L2 (Validating and Testing the Sptem), the us€r,s acceptanc€ ofthe technology
is greatly increased 1'rhen the tool provides s€lf-generated explarations of its features and,/or its
conclusions and wh€n it is well documented. For the application developer, an ideal tool should have a
very good user manual; context-sensitive on-line help; it should be able to backtrack over its decisions
for hte. comprehension ofthe m€chanisms it used to reach then; and it should have facilities for
knowl€dge description and utilisation. Most ofthe tools performed relativelv rvell on these vanous
points.

The nexl s€ction provides a deeper look at eüd-user acceptance.

CBR D(PRESS provides a number of reporu that are automatically generated for keeping lmck ofthe usage
of ürc application system, Adding new caffs or questions causes no ptoblems and it is possible to store them
i difrerent storage classes (e.g. to distiryuish betw en rcsobed and unresolyed cases).
Templates can b€ used to retrieve cases that a.re subject to changes. Attributes can b€ added or deleted at
anv time.

CBR E$RESS ESIH\,I I6IE 3.0 REMTND S'.CASE
O Does the developmenl s)stem provide any automatic or manual facilities to test and lalidate the

resultant execution system with respect to the input data and additionel test data?

CBR E(PR€SS ESTEEI{ IGIE 3.0 RTMIND s'.cisE
O To what extent does the system cope with dornains that need fiequent updates?

O Does the application development support automatic long+erm optimisalioü ofthe execution system?
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10.3 User AccePtance
Dissemlnation of cBR t€chnology begins with the user's conviction that it can be ofuse. After technical

i,alidity, Lrser accePtance is a key point in selling a product

l0.l User Interface

The filst aspect ofuser acceptance is the user interface; the user can be the application devcloper or the
fnaluser of an application. The qua.lity ofthe üterface must be srongly emphasised Below we

sumraarisc the main qualities oftle interfaces aad h the ll€r1 sub-sertion er?and on this for each tool'

Tabk 14.5. User Interjace

. Supplier's noter ESIEEM I .4 has new documentatlon which describ€s nany areas more clsarly
r luppliert note: KAIE 4.o häs complete alocumentation about the tool and the DLLS

öupplier's note: fÄlE 4.O do€s.

CSR D@R€SS FSIEM KAIE 3,0 REMND S,-CAsF

fß ,.1'r" o".uuon .r*m able to justi and explain its conclusiorrs, decisions, questions €tc ?

Is ttg system well documented?

fioes rie tool employ a.n onlme-help irnflion?

[-Ho* wett does r]e system suppon domam modelling?

Table 10.4. Explainabiliü and Modelling Supporl

CAR EXPRESS ESIH\.| KAIE 3.0 tlEl\'llND S''CASE

O Is it possible to configure the execution system's int€rface according to the curent user's experience
and needs?

- ; :  sas14 : ; ; . , . :  4  Z ' . . ; . :  . . , : : z [  . .  ' Z  . . : ,
O Does the user interface support drfferent kinds ofuser'i

' ,?r '40 a a '
O Do€s the coitsultation follow the logical flow expectc-d by a domain expert from his field of€xperhse,

i. e. is the svstem comDrehensible to hirn?
-  

' t t t  
sc11 lq . '  . -  l -  .  : : ' , .  i 3  t  , , - - ,

O Does the user interface improve the us€r's motivation and theteby improve the system's accepta[ce?
- :. :: 

'scrtle , ':O -:-. :' "'.:t-':: : :..3:: , .' ": 4 . l---- ----
Does the user interface support the use of additional multi-media?
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10.3.2 Summary of the Interface
In this sub-se{,tion we summarise how to use some basic features ofthe user intrface for each tool. The
descriptions include how to define a case base and a similarity measure, how to input cases and
background laDwledge, how to use such loowledge, how to retrieve and adapt m€moris€d cases ard
how to combine different schemes of reasoning. In addition, we include some scrcen-shots that help
explain c€rtain points.

CBR E^?RESS: CBI? D(PfiESS is a one-window application that can easily be controlled by drop{o*n
menus. According to the different CBR tasks, the user can choose diff€rent panels to
enter data. The number of available menu items and panels \,?ies ftom maintenance to
user mode. In most cases, the user caa either select a menu iten\ press a button, or use
control codes to get the sane effcct. Due to the unity of all panels, the overall system
caa be used intuitively. In addition, on-line-help is available on every feature.

The case base is defmed in maintenance mode usirg the case, the question ard the
action panel. The question panel allows the definition of attributes and the related tlpes.
In addition, the user can enter descdptivg terl and car control the weights for each
question. Cases are normally ertered using the case panel by selecting the appropriate
questions and actions (target attdbut€s) frorn a list. The question selection and ordering
are controlled with buttons. Ater all questions have been answered, a case car be
tested against the curr€nt case base and, ifnot redundart, can be stored.

Sinc€ the siftiladty measure is mainly influenced by attribute-specific weights, it is
controlled usirg the question panel. Besides this, it is possible to conhol gencnl
weights using a sp€cial case-baie-options window.

After building the application, the whole system is switched to user mode, restricting
the available panels to th€ search and UackiDg parel. The first step in handling a
requ€st would normally be to enter the custom€r data into th€ tracking panel. The upper
part ofthe parcl is, quite simply, an interface to the customer database. The low€r part
is reserved for call trackiDg. Aft€r entering the customer data, the operator can switch
dircctly to the search parcl for retrieval.

The search panel contains three rnain fielö. The first is used to enter a textual
description that will start the search. The second then shows questions to be answered
to Darrolr the search- An arbitrary questiod can be selected for arswering via a "pop-

up" whdow that shows the possible answers. The system will react to the arßwer by
updating the current set ofmatching cases shown in the botiom field. The cases
displayed there can be browsed using buttons. If one solution is promising, the "end

search" button brings the user back to the tracking panel to where the retrieved
infomlatior is copied.

a Supplier's note: ESTEEM | .4 can rnake us€ of *.wav frles, t.avi fil€s, e!c. in ar application and in the user
interface.

el
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All additional finctions such as imporvexport featurss, rcport printing and preferenc€

settings are accessed using common-style drcpdown menus lt should be mentioncd

again that the prcdefned look ofthe interface muld be adapted to special necds if

TooLBooK is available.

Although most panels have a welld€signed look_and-feel, the search panel could bc

better armnged. Ifthe cases contain more tian only a few slots' it becomes hard to

compare two cases because they are not presented nexl to each other' The retnevcd

case can ot y be inspected by scrolling, which is even barder due to the different order

of qlrestions.

cSRE*press 1,3 0K- PRINTERCBD
Ere €dil optons P.nek lelp

shtus a.rtr

fle ldir Iäd lase lerp

Figure lA L Addtng pictures in CBR E\?REss

fie ldn Oprions Pa.els lelp

Ä.F! td'qpid crdit p'obbq!? YE!

aros€ cuslon€6.- Bros€ F€nding (5ns-

Figürc 10.2. Heltrdesk Sytten ofCBR ÄJ,?PJss
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The main window of ESIEBT4'S user interface includes an icon for each ofthe maill data

objeds of an application: case bases, cases, similarity definitions' Iules and rule bases'

t-o fur*re. i.o* ut" u,.iluble to define an'l to run the end user interfac€' i e- the

o"*rlon ara,t-. O,tteI features such as file operations or the indexing facility can be

accessed fiom a menu baJ

When the user has clicked on an lcon he has lo dccide $hether to create select' edll or

delete an obj€ct. This mechanism is a little unwieldy' but it is necessary sinc€ ESIEB\'I

can handle seveßl case base definitions and similarity definitions' although or y one of

each can be activ€ al a time For this reason, eaoh ofthes€ obj€cts has to be gtven a

unique name.

In the case base definition ealitor,lhe dgveloper can enter the names and Rles ofthe

case attributes. When choosing a numeric or qTnbol ("on€ ofa lisf') type' he ß

prompted to enter the allowed values for these attributes in a separate window All or

p.rt of*r" "*" t^" cun be saved in a database This allows for database files to exist

oo " serv"r and to be used by multiple clients - using the database €ngiDe as the

mechanism for managing concurence

Thesimilaritydefnitioneditorconsistsofaheadlinewhichcontainsglobalpalamete$
and one Iine for €ch attribute in the case structure The global paramet€rs are rne

threshold for tlle minimum similarity sc"e for a retrieved case and the weightrng

method. The available weighting methods are "Feature Counti4" (Do w€ighting)'
'Weighted Feature Computation" (weights are explicitly given) and "Inferted Feature

Comfutation" (weights can be computed by rules) The lines for each attribute contair

acheckboxtodeterminewhethefthecorr€spondingattributetakesparlint:ilesimilarity
assessmen( the local similarity measure to be used and the weight oflhe attribute

Again, the developer may be prompted for additional palamet€rs such as the tolerance

intervalfornumericcomparisons'lfalocalsimilaritymeasurcoraweightshouldbe
computed by rules, the user enters "Inferred" an'l the name ofthe rule base to be used

The case editor offers a.n input field for each attribute ofa case For s)T nbol and

Boolean attributes the user can obtaln a list ofthe possible values from wlüch he cBn

choose one $ittr the mouse

ESIEEM'S rule ealitor shows t\{o fields in $hich the user enters tle arfecedcnt and the

consequence of an IF_TLIEN rule These parts of a rule are expressed in the Kappa

Application Language (KAI), in which ESIEEM itself is written The use of I(AL

makes the rules a very powerful instrument of ESITEM because they are able to call any

KAL function provided *ith Kappa-PC or loade-d fiom a separate file On the other

hand, this makes the use of mles difficult for people who are not familiar witl Kappa-

PC.

All mles that take part in the computation ofa value are collected in a rule base The

rule base editor is just a text window in which th€ fiames ofihc selecled rules are

entered.
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As a last step ofapplication development, the user has to de6ne the cnd user interface.
In the corresponding editor, he has to choose tbree subsets ofthe case attributes The
first one dcfnes the attribütes that car be entered for the case rctrieval. The second set
contains up to two slots which are displayed as a brief description ofthe retrieved
cases. The att.ibutes that can be yiewed when selecting one ofthe rctrieved cases are
collected ir the third set.

In a irrther panel ofthe end user interface editor, th€ developer can decide whether the
end us€r should be able to modiry the case base or tie similarit-v definition. Hete hc can
also sglect a rule base for automatic adaptation as well as some KAL firnctions that üill
be executed in special situations ofthe consultation process.

The ESIEEM end-user facility itselfis entered by selecting the conespondiag icon in the
devglopment system or by launching it separately ftom the Windows prograrn manager

It consists ofa window with a menu bar and some buttons to trigger firnctions ard the
target case window The user can enter his new case into the target case window and
prcss the "Retrieve" button- The retrieved cases are then shown in a wiadow that
dlsplays the similarity score, the nam€ ofthe case and the attdbut€s selccted in the end-
user interface editor. The user is then able to inspect one ofthese cases by selecting it
with the mouse. He may have the option to change the selected case manually aad store
it in the case base- or have it adapted automatically, depending on the settings.

}jrrenl Cas6-B!56: cars :'rr.snt Similarily Dslinilion: simple
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(4rt. In this evaluation w€ used the KÄIE t .O tools running on a PC under Windows 3 . L The
main winöw consists of several pulldo\Än manus. Integrated into tlrc s'st€m is an
editor to manipulate the source files containing the domain sp€cifications. It is possible
to define a dornain description and to compile the dqscription into the system in
CASUBL sFta)g or in an ExcEl-cornpatible format. These formats are described in the
usefs manual and by.\,€rious examples delivered with the tool. The user also has the
option to use an exte.nal text editor in which to define the domain desc.iption. Both
descnptions include th€ definition ofthe domain theory and the case base. Ater the
dornain has been defined aad the case base is compiled into the system, the don|ain
definition caa be visualised in a graphical window.

To ftn the l(AlE-INDUCnoN component, it is nec€ssary to create a decision tree. During
the construction of such a tree, information relating to the process is displayed il a lexl
windowr . The resulting üee can be archived to disk in a rumime format. There is a
graphical browser to inspect the tree. It is possible for a domain expert to modifu sub-
trees manually. It is also possible to view the cas€s attached to a node and to support
the users in gctting information about the tests in the tre€. From this tree definition- tlrc
user catn generate short-cut rules to improve the consultation ofthe tree. The
construction ofthis set of rules is viewed in a tel1 window.

Usrg the KA]E-CBR componenr ofthe KATE toolbox, computing the decision tree
before using the execution s'.stem is not necessary. Here the whole case base is
dl,namically indexed, based on the use/s input, to lead to a conclusion. The ner:t best
question is calculated by the attribute with the best information gain with rcspect to ihe
new case. In this moile the user can ch@se between diffetent targets for consulting the
case base..

During a consultation oftle decision tree, the user is asked for diferent values of
attnbutes to lead him to a conclusion. The consultation ofthe decision tlee is
completely menui.iven and is constrained by the donain definition. The result ofthis
consultation is a diagnosis, a probabilistic estimation for different diagnoses, or a
r€futation ifthe system was not able to classiE, the user's input. The referenced cases
ofthe conclusion can be irupected with a graphical interface. We werc not able to
evaluate the nearest neighbour retriwal module of lGlE 4.0 nor the object model editor
and questioturaire of KAIETDIIOR since they were not provided to us in time for the
e€luation.

Supplier's note: ttis f€ature has bc.en rcmoved fiom fÄlE 4.O since tlrc tree buitdins is too fast for
efrciendy displaying the infofiution during the con$ructjon process. The informa-tron ß trritten directly
into a lej{1 file that can be read by rle user ancnrards
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Figwe 10.8 KAIE-EDITjR o:ffers an Object-Oriented Knowledge Editor
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Figure I0.I0. K{TE-RLN|^aE can include pictures and videos

RErl,11,\1?. The REMND developmmt system consists ofnine different gFphic-oriented editors,
especially designed for mairtaining tlrc different components ofa casg base. We \rill
briefly desciibe seven ofthem in the order in which they would usually be used to build
a nerv case base, leaving aside data impon ald the form editor.

. The Attribute Editor

Thc attribute editor is used to dcfine or modify case attributes. To create a new
attribute, the user is prompted for it's namc and Ope. All further attribute-specific
information (e.9. rangc restrictions. default valug or thc handling ofmissing valucs in
prototlpes) can be specified or modifled later using the editor. Attriblrtes can be
created. renamed or dclcted anv trme

. The Synbol Editor

ln addition to the attribute R])es built-in to REM|ND, it is possible to dcflne a slmbol
taxonomv. Morc specifically, it is possible to defrne a certain kind of graph with
labelled nodcs (the labels being the s)rnbol values) and four kinds ofedges beNveen t!r'o
nodes: "parent-of' (or the inverse: "child-of') and "less-than" (or the inv€rse: "greater-

tlun") Figure I0.I 1 shows a simple example. Ttrc label ̂ odes an), colour, white,

L
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tellow, etc., ill rapresefi possible slmbol values. The link with no anow-head
rcpresent "parcnt-of'links aad links with an arrow-head reprcsent "less_than" links,
e.g ordering colours according to lightn€ss. Every user{efned node has one or more
parert node allowing slmbol aliasing.

I anv clTil

/4\\.-
ftrriä --+ Juärill --rl uiuäl---+ lutacE

, / \
llight blud läitltue]

Ftgure l0.l) Slnbols tn REMIIID

An attribute ofb?e S]t1öol has to be associated with one ofthe nodes as its root node,
beirg the point of enfy into tie ta-xonomy to restrict the set of possible values. Only
labels ofnodes that can be reached by following "parent-of' edges starting fiom that
root node are lalid valu€s for the attribute. Given the ta\onomy in the exarnple above,
ar attribute speci -rllg any color," as its root, would have as its set ofpossible values
vhite, yellow, blae, light blue, da* bl1le and black.

The taxonomy and ordering information are used for both the clustering process and the
computatron ofthe similarity between s]'rnbolic valu€s during nearest neighbour
matching. In tle exanple above, ltlite will be considered to be more similar to Jellolt
tlw]tfirr btue. lJso, light blre will be more similat to blue that black.

The slmbol editor displays the case base's sJT nbol tanonomy in alnost the same way as
the figure does, so working with the editor is much like wo*ing with a drawmg-
pr()gmm. The user selects a node and drags it over anoiher s''nbol to establish an order
liDk or creates a new "child" via a meru comman4 ?tc The slmbol taxonomy can be
edited at any trme.

. The Formüh Editor

REMIND offers a very large set ofbuilt-iD functioDs, from trigonometric up to texl-
parsing ftnctions (too large, in fact, to give an €xlEustive overview hero. From these
fimctions, tle user is able to define fomulas, using a succ€ssion of opemtions and
conditional expressions as tle only control structures ( t e no loops can bc defined).
Such formülas can be associated with case attributes to d€tsrmine their values
automatically. Since swera! ofrle built-in functions could only be defined by usiltg
loop-structures, it is difrcult lo formally describe the set ofexpressible fi:nctrons. The
result tlpe of a functrotr can be any offourteen rypes
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The formula editor p€.mits the graphical d€finition and editing ofa formula associated
with an attdbute by constructing a data-flo{ gaph. fuain, working with this editor is
much like working with a drawiag-program, choosrng 'llles" representing tho basic
fiDctions &om a mcnu, placiDg them on a wo*space and connecting them to define the
flow of data. This process is supported by the possibility of selecting a sampl€ case and
of displaying intermediate results ofthe computation al each gmph node.

The formula editor is used fo. the definition ofboth fimctronal dependencies between
the attdbutes ofa case and adaptation formulas to be associat€d with selected
attnbutes.

. The Importance Editor

The importance editor is used to define different weights' v€ctors and to choose a
inatching method for missing values (to be used for nearest neighbour rettievals), attach
importance settings (to be used for cluster tre€ generation), or to identify attributes for
which adaptatron formulas will be defincd

A user might define several weight vectors in advance anal\,!i11 select one liom this set
when staiing a nearest neighbour rctrieval. For the weight vector definition, every
attribute will have ono ofthe following three settings: 1) an exact match is required
(knock-out attribute), 2) the attibute irill be ignorcd in the computation ofthe
similarity score, or 3) the attdbute has an integer between 0 and 99 attached to it as its
weight.

Clustering requircs tle selection ofone attribut€ containing the case's class value ( i.e.
the target attribute) and the specification of which attributes could have an effect on the
cla5s !alue.

. The Cluster E;ftor

Rathcr than clustering the whole case base unifonnly, it might b€ nec€ssary to use
different importance settings, ?rc., for certain subsets of cases - for exarnple, because
certain attribute values define specific conto'1s. For this reason, llEl\4tND offers the
possibility of defining a hierarchy of protott?es and allows the system to start the
clustering proc€ss in each prctotype individually.

Thc cluster cditor gives a graphical representation ofthe currcnt cluster tree, which
allows the user to delete unwanted splits, edit the prototlpe hierarchy, examine mixcd
clusters, ?ra.

. The Q-Model Editor

Clustering can be perlormed with or without a q-model (qualitative model). By bnilding
a qualitative model, it is possible to describe qualitatively the effect ofa change in one
attribute's value on that of other attribute values. The q-model defines a precedence
ordcring oD the set of attributes: ar attribute ,4 will only be considered as a candidate on
which to base a split ( t-e- to construct a decision node *ith) if all attribütes whose
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values are (directly or indir€ctly) inlluencEd by I have already been üsed as split
attributes in the path from the toot to the cluster to be split.

There are tlree kinds ofinfluence that an attnbute I might have on another athibute ,B:

i) .B increases \Ähen I increases and decreases when I decreases

ii) B increases whenl decreas€s and decreäses when.4 increases.

iii) I influences B in an unspecified way

The q-model is depicted as an oriented acyclic graph, the attributes represeding nod€s
with tire€ different R?es of tink according to the kinds of iniuenc€ mentioned above-
In addition to the attributes already defined using the attribut€ editor, the q-model also
allorÄ6 th€ crcation of "virüal" attributes, that c-ombine one or more case attribütes into

a nel{ attribu&. Virtual attributes bec.me useful if orc is unable to exacdy speciry a
functional dependency beh{een these attribut€s, yet still wish to enrich tle case
representation to imprcve indexing. Links ofthe kird (i) and (ii) pointing to a virtual
attdbute will be used to oompute a system_intemal value to be storcd in tllat attribute,
tlat can be used for the construction ofdecision nodes in the cluster tree

. The Case Editor

Cases can be crated, d€leted or edited usilg the case edito.. It proviales all the
fiDctionality to mailtain the case base. In addition, one ofthe tlree retrieval methods
caa be invoked from here. The set of cases retriwed can be browsed in a "case_

c.omparison" window, which is basically just another case editor, firnctionally e*eDded
to depict the new case togethgr wifl a retrieved case for ease of compaison' and to
allow adaptation to be started using the curreltly displayed retdeved case Unlike a
case's formula attribute, whose ralue is updated any time according to tle lalues the
formula depends on, adaptation formulas will only be invoked on request. Given a
(partly specified) new case and a retneved case, the user can selectively invoke
adaptation fomulas associated with attributes ofthe new case whose value has bc€n
left unspecified. The resultiDg value will then be stor€d into the new case attribute

For nearcst nerghbonr reüe\al. the uscr selecrs a welghts vector and specifies t-he
number of cases to rctrieve. The case-compalison window prcs€nts the cascs retneved
together with tlrcir similarity scorc. For an inductive retrieval, the user specifies the
minimum nurnber of cascs to retdeve aIId whether the systern should prompt her'/him
during tlee üaversal for attribute values that have not been spe.ified in the new case
but are required to d€termirc the path to be fotlowed in the decision tre€. At the end of
the retneval process, RtllllND not only oPens a case-companson window but also an
'_explanatroD wrndow that cootains informalion about how many cases wete relrie\ed'
under ho\v many clusters, what class values occurred how often among these casgs,
which protottpes had been wed aad the list of splits encountered
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SJ-C,.tsa. A{icr starting the S)-CASE systcnL the user gets a "launcher", whicb car be described
as a pemranent pop-up menu. From this launcher, there are several sub_menus
araiLable. In tle following, these sub-menus are bri9fly described on an absüact level

Field Editor : demo.cbr : Delaull vlewcase Editor: demo.cbr : Defaultl,lew

Field 25 out of27.
Field Name l5vm6ölino ---------l

Field Root
Default Value
NormalValue
In prototypes

commert
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Figurc 10.14. Case Editor and Q-Model Editor in REIVIIND
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. The Type Editor
In the Rpe editor, the user has the possibilrty of refining the prcdefin€d t!€s given in
S'{ASE. The standard Rpes are: Boolean, lnteger, Real, S}anbol, Ordered Symbol,
Sounq Graphics, Video, String, Text and S]'rnbol Taxonomy. The q?es lnteger, Real,
Slmbol and String can be refined by a sub-range definition, or an enumeration ofthe
allowed valrtes for the q?es. h additiorL for Odered Syrnbols aad Symbol
Taronomies, it is possible to defne a special order or hierarchy for the refined tlpes.
The 6pc hicmrchy can be visualised in a textual list or a gmphical browser. It is
possible to define a 6?€ name in different tanguages to rnake the description
understandable for forcign-languago-speaking users. The Dle definitions or the
graphically visualised type hierarchy car be archived in a postscript file that may be
prirted out with a postscript-compatible print€r. The tlpe editor checks the correct
refinement of super-ttpes, such as correct subdefinitions of sub-ranges. All these tpes
are used in the concept editor to declare the attributes' qpes. The q?e editor offers the
oppo.tunity to define lpe-speciflc similarity measures with a SN{AILTAIK intedacc or
!n a table format to defin€ a similaril.v between each value for a given g?e- The q?e
descripiions arc compiled into the SMATLTALK-8o inage so that they may be accessed
liom the program interface for other similarit_v measures or rules in other interfaces
using SMATLTAI-K-80. These similarity measures are maaaged by a similanty library.
. The Concept Edito.
The concept editor is used to define concepts: i.9. sets ofdifrerent attributes. Concepts
are iinked into a concept hierarchy. lt is therefo.e possible to reprcscnt structured
domains with a hierarchical concept description ofa case in the defin€d domain. The
concept hierarchy can also be visualised in a te\tual list or a graphical browser. A
postscript file can also be generated to pnnt the current concept hienrchy. It is also
possible to define conc€pts in different languages and to design cornrnents for them in a
hypenext interface. In the conc€pt editor, the user defines for every concept a set of
attributes and their qpes. It is possible to define a default value and an attribute-
specific question for €very attribute in a concept. These attribute t!?es can be combincd
in different conjunctions, disjunctions or intewals. The user can distinguish bet\,leen
local and global or discriminant and non-discriminant attributes. As in the !?e editor,
there is a SMALLTALK-8o hterface to define conceDt-sDecific sinilaritv measures.
. The Domain Editor
Here the user caJr de6ne a target concept and a target attribute ofthe concept hierarchy.
It is also possible 10 d€clarc the narne of the dornain and the connected file narnes of the
CASUT| dcscription. The defauh language fof üe S,.(ASL system rs derermned here
. The Case Base
In tle Case Base Editor, the uscr can enter new cases, modiry existing cases or destroy
oid cases- To reuse entered data, it is possible to adapt new cases fiom old cases. [t is
also possible to print cases in postscript. The uscr calr choose betlveen rw.' o different
editors to entcl new data about the case or to edit an existing case. Different languages
and automatic cormtirg of cases are supported.
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. The CBR Shell
Case base indexing can be organised linearly, by a f-d tree, or value-indexed. The
g€neration ofihe index can be hfluenced by many parameters for the special needs and
wishes ofthe user. It is possible to choose beh{een different splining modes, similarity
measures, bucket sizes, case selections, test selections and memory cache sizes. To
reprcsont t-lle firnctional dependancies bet$'een case attributes, the user can define rules
of attribute constraints ör different concepts. The system may also learn weights for
the attributes or tiey rnay be manually designed by a dornain expen. The indexing
scheme can be viewed with a graphical brows€r. To test the effectiv€ness ofthe cu.r€nt
indexing schemq the uscl can consult the case base directly from the CBR Shell.
. The Utilities Menu
In the utilities m€nu, the user can load a CASLtsL description ofa domain and a case
base into th€ syst€m. It is also possible to export a CASUEL description ofthe user-
design€d dornain and case base for data transfer to olher systems or to archive the
knowledge of the domain.
. The Consultrtion
ln the consultation vrindow, tie user can €nter a new case to calculate the nearest
ne ighbou-r cases of tlle case base. During a coDsu harion of rhe case base lle use r can
fieely loggle between th€ systern{riven and the user{riven consultation modes. In the
first mode, tlle systern asks for the ne$ value ofthe attribute that will most quickly
retrieve a case with high similadty. In tle second mode, the user car fteely choos€ the
order of input data and can calculate the most simila. cases. From here the user has an
overview ofthe indexing scherne using a graphical browser. There is also a bar-chart
overview oftle calculated similarity value oftle ten most similat cases.

S3-Cat6 Consultation

Slrn2: 0 r 14

Figure 1 A. 1 6. Case Retrieyal and Comparisoh in 33 -CASE
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10.4 Organisational Impact of the Technology

CBR technology has a double impact on th€ daily work of a company. Firstly, it can appeal to - or

frightenl - domain experts, by enabling them to describe their expertise CBR can bc used to capture

dail,'  experiencc, as at I-ockheed in tle C.lari'n system (Chapt€r 6). Secondly, the "naive" end-user is

also involved in his wo* rÄ'hen using a helpd€sk tool. It is therefore impo(ant to offer an easy-toleam

üser inlerface

Table 10.6. Otganisattonal Impact ofthe Technologl

10.5 Interface with the Outside World
The las section ofthis chapter deals wilh cöe base imporvexport facilities, cdnmüication with other
programs and drc user interface.

CBR Äi"xrss: CBR E(P|iGSS provides import and export utilities to transfo.m a cas€ base into a
r@dable Asctr file. The purpose ofthese utilities is mainly for porting, merging ard
editing tasks. we used this facility to import aI tlrc test data. Due to the high number
ofkg,lvords and the good forrnattiDg, expofied case bases oan easily be adapted wlth
an ordhary €ditor. On the other hand, transforming data fiom anotlrcr format to CBR
BPf{ESS imporl format is slightly more complicated than with other tools To help
with this, a nearly complete and correct BNF listing comes togettrcr with the handbook.
Unfortunately, the number of cases tbat c€n be irnpofted in one t ansfer is restricted to
a few hundred.

CBR D(PfiESS can import files fiorn Oracle, Paradox, dBase, S"vbase, Informix, Ingres
and DB2. Using tle Df'rEmic Data Exchange proto€ol from tlle Whdows eDvironment,
cBR E(PRESS car be driv€n fiom a client Windows application. Depending on this
application, CBR DORESS might be running entirely in the backgror.nd to aDswer the
clieDts' requests. The händbook gives sevcral concrete examples for DDE requests. The
user interface can be edrted using Aslmetrix' TooLBooK and the database can be put
oDto a network to support multiuser access with record locking and unlocking. Thg

Loncentrales on tlrc documentation of th€ exTed's krcwl€dge.
Lonceftrates on the opentionalisatiol ofthe eryert s knowledge,l

iI
I

CBR DORFSS FSTM$ |(AIF 3.0 RTMND S,.CASE

O Is faining ofa domaia erpert necessary?

t c a l e l 1 4 3 3
O ß training ofa user Decessary?

s c a l e l l l l l
O Is the execution system a tool to capture experienc€ to prevent a loss oflanw how?
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I For rris. all the atlributes have to b€ defined and. ofcoursg. tlle case reDresentation llas to be flat.
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supplier strcngly €mphasises its natural language int€rface capability (especially for the
Compaq application). However, it is unclear how much ofthis had to be progranune4
manually and is tied to that particular application-

EsruÄ\4: ESIEEM is able to load and save all parts of an application, i. e. case bas€ defirutons,
cases, silnilarity definitions, rules and rule bases in separale ASctr files. These files can
be edited manually or used for data exchange witi 6ther applications Howevgr. 6n1y
the format for case files is described in the documentation.

Case data catr also be rcad from Lotus 1-2-3, dBase aad SQL databases. The new
version also supports, according to tle supplier, Microsoft's Access. Lotus l-2-3 ard
dBase files can also be written by ESIEEM

The Windows DDE interface is fully supported by TSTEB\4. This rnearN that ESIEEM
can be driven from another Windows application. Ia the sarne way, ESIEEM 6an ge11161
other programs and exchange data with th€m. The system does not support shared
databases on a local n€twork.

K,47E; KAIE is available as a set ofDLL's that can be integrated in an existhg application to
add bductive and CBR features. For loading a domain into the system, it is possible to
read a CASUEL description or Asctr descriptions in an ExcEL compatible fonnat. The
us€ oftlnrd-party databases is also suppo.ted (Oracle, Paradox, dBase, Sybase,
Informix, Ingres, DB2 e,c.) and so is Microsoft's ODBC (Open DataBase
Cornectivity). Databases can be exported and the syst€m offers OLE linl$ to ExcEL to
graph similarities and to monitor üends in the case base. The user interface can be
editcd using As]'rnetrix's TooLBooK. The database can be put onto a netlvork and
supports multi-user acc€ss with record locking and unlocking. AD extension is being
d€veloped to support het€rogeneous nstworks with different platfonrß

nt4,tvD: Instead of importing data files in some fixed fomat, REllllND perrnits the graphical
definition of data-flow gaphs, similar to the formulas mentioned above, !o exprcss
functional dE)endencies between attributes. Since the rich set ofprimitives from rÄfuch
these graphs can be built include conditional expressions and basic text-parsi4
functions, REMIND can cope with filcs containing more complex case descnpt@ns, e g
in a limited subset ofthe CASIIEL s)'nta,\l. Files containing the case data in tecord
format car easily be importcd by speci$ing the delimiting characteß (or fixed
positions lvithin a record) and a simple one-node graph for each attribute.

By appropriately extending the import functions associated witl the att.ibutes, it is
possible to k€ep track of the s),rnbolic valu€s occuring in th€ cases being imporied and
automatically insert them into the slrnbol taxonomy, probably sparing tho user a lot of
q?ing.

Sadly, REfullND does not come with a set of pr€defined unport fiüctions to rcad
databases or export files created by any ofthe conmon database programs. What is
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Sr-C,.rlt:

worse is the complcte absenc€ of any bcility to export alala from a case base, so tlEt
other programs could process thern. Apparently, it is not even possible to tmmfer a
case file betwfün versions of I+M|ND oD different pladorms. This also implies t]re
impossibility of rnerging two case bases, which would be necessary for a distributed
development of case libraries add useful if several people are using a case base at
difforent places, storing new cases duflng their work.

Cognitive Systerns offers a "C Library of FuDctions" for integrating REII||ND
functionality into CBR applicatioDs. Using these iEctions is tle only way to €xtract
data from a ßEl\4tND case base. Stand-alone case-based applicaJions catr be deployed via
.urtime copies of [Cl\4tND. The systom do€s not support shared case libraries on a
nctwork in an easy r\?y but, apparendy, it is possible to program flis by hand using the
C libraries.

The system has an interface to import or export a descriptioD ofthe whole domain and
the case base in CASUEL Slntax. In additio4 the systern supports DDE and RPC
conmunication- The directly-supported database systems are: Oracle, Sybase,
Obj€ctivity, Gernstone and ArtBase. S,-CAsE supports multi-user access via a network
through these dalabases. The user interfac, can be edited using SMATLTALK-
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Chapter 11:
Applications Developed with the Tools

Dis.lainer: We asked a tool vendots to supply tvo relerencü oItuccasful applicanß oftheir systent.lhere possibte,
\9e checlred ke rcferch.es and wte pl@wtly ssrynse.l tof that the t@l flpplie/t ho.l not geatly etu?Aetute.l reat'tv
ltlost .tsbnets s.metl hapry vith the t@] ard vith the relatiohship they had .lqelope.l with the tool rddor. They all
stated thdt dtuiLbility offrst cLaß .onsubarcy, in addihon tu rhe t@1, ws a key Iactor in the yc.estftl inpbndtatian
ofCBR technolog) dt thei site. Nüethele$, the Mterial presented bel@ is nostl! base.l on the itfomatiot supplied ta
xs bt the teneloß and w dsstne no Bporsibility for its accuru.!.

11.1 CBREXPRESS

11.1.1 Application I - Help Desk for American Airlines' SABRE
software svstem

In this application CBR E(PRESS had to be integrated into a large help desk system for SABRE Agenct,
Data Systems This help desk was already in use by over 80 people. The use of the system produced a
reduction of 307o in the time to resolve customer issues and a 7070 increase in the number of prcblems
resolved on tie first call. A broad range of topics with voluminous docunentation had to be covered. To
fulfil these requirements CBR üPRESS as a tool for problen rcsolution was combined with third-pary-
products for call tmcking and rndex€d t€xt retde!?l. After being successfully deploysd, CBR E(PRESS
showed the following benefits: it provided a leaming aid for enployees with limited domain loowledge;
it provided mechadsms for policy management; and it a.llowed a single point of access to extensile
documentation through case annotations. Refurn orl investinent was less than one year.

tt.t.2 Application II - Senice support system for Compaq

The second application serves as al example for call avoidance by the use of CasePoint (the runtlme-
version of CBR qPRESS). Compaq exparded its support fiom dealer to ahrect customer suppon. after
having identified service as a key market differcntiator. Complex customer inquiries relabng to
operating systems, networks, GUIS a.nd applications needed to be answered. CBR SPRESS was used to
build a systcm (called SMART), now dcployed at service centres world-wide. The case base authorug
\\'as performed by support analysts over a four month period and the systcm is still evolving. CBR
üPRESS showed multiple benefits such as a 74% improvement in first call solutions. Besides savrrg
time and resources it enables a[alysts to spenalmore time on difficult and unusual problems. Due to rhis
successful experience, Compaq decided to distribute support directly to the user. Quicksource, another
application delivered by Compaq, provided direct suppod for Pagema.q laser printer users. lt ilas bu t

using CasePoint and resulted in a 20% reduction of calls.

Besides tlese two examples CBR üPRESS is used by companies such as Microsoft, IBM, Dun and
Bradstr€€t Software ard Black & Decker to distribute troubleshooting knowledge. The followfig
payoffs can be se€n as q?ical (acco.ding to Inference):
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, Cost reduction uP to 40u%;
. 30% redüction in the time to resolvc customer issues;
. 70% increase in the number ofproblerns rcsolved on first calls;
, 50% reduction oftraining time for neü support analysts.

These pay-offs r€sult in a retum on invesünent ofless than a yeaJ.

11.2 ESTEEM

ll.2.l Application I - Cost and sales prediction for SIIAI

A good example to demonsrate ESlEEIr,l's abilities is an application implemented at SIIAI, Inc., an
architecturavengineering (A,E) mmpany in Califomia. The task ofthis application was to predict the
cost of an A,€ project by retrieving the most similar one from a case base ofpast projects- Bcyond tle
required technical data ofan A,€ project, the case structure also contained information about tie cli€nl,
including a classification (federal, commercial, private, erc ). The flrst proto4pe ofthe system
contained about tbree hundred cases, covering a period of five years. After two week of tests, the
sü larity measurc was improved and arother twenty years' cases were entered to build the fiIlal system.
More details about this application can be found h [Richard H. Stottler, CBR for Cost ard Sales
Prediclion. AI Exped. August l9q4l.

A reduced version ofthis application (rcduc€d case structure widr a few invented cases) is included in
the collection of sample applications shipped with ESIEEI\4).

tl.2 Application II - Process planning support for NASA
ESIEEM was used to develop techniques for planning Space Shuttle procrssing for NASA, Kennedy
Space Centle. This included a Case Base ofpast Shuttle Processing plans. Many ofthe cases were
pla.ns to be executed in special circumstances, such as aa unusual trip for an orbiter to the Palmdale
maintenance cpntre in Califomia. Experienc€d mission planners werc interviewed to identfy pLan
süucture, relevant planning techniques, heuristics and data. This knowledge was captured uslng a
combnation of rules and object-oriented representations. plans were represented as a lDerarchy of
Dtelligent resources with rcfercnced resources, which were also intelligert entities. Rule bases could be
aüached to dtese entities to allow very complex plans to be built fiom rclatively simple componenrs.
Addrng nw qpes ofplaa and new t]?es ofrcsources can be performed easily by non-computer literate
peronnel To plan for the current circumstanc€s, past similar plans are retrieved and modified
autornatically. These automatic modifications can be overridden by the users in a number ofwa],s, most
stnply by edituE the genented plalls.

Pl*ing t*hoiqu", *".a developed to automate t-he multl-rnrssion planing proc€ss. The phase [ €ffortresulted in a successful scheduling prototlpe and a c.mpletc desigD for an automated mamfbst planner.
rne fuo_l'ear Phase II €ffort resulted in the implementation ofthe full-scale automated manifest plannerand developmem of feasible techniques for automated entry and leaming ofplanning knowledge.
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L1.3 KArE

11.3.1 Application I - Troubleshooting the BOEING 737 jet engines

A decision support system was developed on behalfof Cfin Irtemational for troubleshooting the CFM-
56-3 aircEft engines ofthe BOEING 737. The database contains over twenty-three thousand cases and
is added to by some fifty events per day. We used a combination ofinduction and CBR and inductive
technologies in order to speed up case retrieral time. These were rcduc€d to less than one second. The
scope ofthe application is to minimise dow ime oftb engines, thus reduciry mavailability ofthe
aircralt, and to decrcase the nllmber ofwrong diagnoses that rnay lead to taking an engin€ offthe
airline. The time required for diagnosis represents rougl y fifty percent of do*ntime (the remaining tims
is used for repair) and the obj€ctive of the system is to have the time required for diagnosis divided by
two. Tfuee problems have been coDsidered:

Updating the üoubleshooting manual from obsewed faults: this is particularly interestitrg for new
engines in order to rapidly share practical troubleshooting expeience (trallsfer of expetise). This
is critical for equipment that rcmains in opemtion over a long period of time and where
experience is likely to disappear whel specialists retirc or change jobs;
Helpdesk systen: the after-sales support s€rvice at Cin Iftemational uses the tool to support tle
airlines that aae responsible for maintaining ircraft;
Diagnostic system: the ai ines' maintenance crcws, customeß of CfirL will h future make direct
use ofthe diagnostic tool on a po(able computer. The system is included on a CD-ROM, that
also contains the pafis lists tbat enabl€ some parts to be rapidly identifie4 as well as the techdcal
documentaüon,

The system is cunently being edended to cover a wider range of aircraft sngines, in particular the
CFM-56-5C ofthe Airbus A340 and the CFM-56-5A ofthe Airbus A320 which contain on board
intelligenc€ and generate new maintenance procedures (e.g is the sysem that is rcport€d as being faulty
really faulty. or rs the sensor device fault,?).

Another application in rnaintenance developed using I(AIE was a help desk for troübleshooting plastic
injection pr€ss robots by SEPRO Robotique. The benefits were: th€ creation ofa methodology fo.
toubleshooting the robots; a reduction in the number ofcalls to the help alesk; reduced costs of support;
reduced number of inconectly skipped spar€ parts (SEPRO manufactures about two thousand flve
hrmdred mbols and exports sixty-flve percent ofthese). Mditional systems developed with KAIE cover
ihe maintenance of equipment for manufacturing semi_conductors, maintena.r,ce of military vehicles and
of pol{cr stauons.

11.3.2 Application II - Assessing Wind Risk Factors for Irish Forests

This application $as developed by IMS for its client Co'llte. The main reason for presentrng tirs
application is that it was entirely developed by a third party with only slight involvemert fiom
AclnoSoft.

Forestry in Ireland is a rapid growth area of land use altematlve to agriculturc. After a rclatlv€l) long
period of socially-motivated forestry on marginal lan4 more commercial rnanagement practrces havc



lnduslnal Cas?- Bosed Reasonng Tools Applications Dev€lop€d witl the Tools

be€n established, under tlle semi-state agency co.llte. A comprehensive relational database system has

be€n set up, containing details ofthe life-histories ofsomo 180,000 distinct plots ofland Therc rernains

ho$,ever the problem ofhow to gain access to corporat€ er.perience ofb€st practic€, in a sihration wh€re

the €trvironmert is quite different to that of continental Europe, due to the wind r€gime and mild

winters The wind question has been the subject ofsome dedicated research into facto$ goveming wirld

danrage, these would appear to include methods ofthinning and ground preparation The following

tasks are addressed ir support of field decisions:

L For a new plot, carry out a similadty search over a case-base and select an appropriate species and

planting rcgimc;
2. For a cunenl plot a.fter establishment, specify the planting, do a similarity search over plot and

planring lariables and seled from expcrience appropriate managemenl praqice.

3. At each succcssive management episode (basicatlt thinning), assess what the current b€st pEctice

is. *ith particular reference to exposure to wind alamage :
4. lt is project€d, as a further development, to interface drc case base with a bio-techno€conomic

model, enabling detailed quantitatrve adaptation ofhistoric case material to the current case.

Other applications of y.AIE in biological dornains include pollen classiflcation (Elf Aquitame
productlon), tomato drseases diagnosis (lDstitut National de Recherche Agronomique, INRA), sponges
and nematodes identification (Museum ofNatural History in Paris), analysis ofGene Sequences
(Genethon), advic€ on üeatment for poisons and psychotroPes (RussiaJr advisory board for
Toicolog9.

11.4 REMtr{D

r 1.4.1 Application I - Help Desk for overcoming hardware and
software problems in the UK's department of social security

Thc Information Technology Seffic€s AgeDcy (ITSA) in the l.lK is responsible for providing tecbnical
computer supporl to govemment offices around the tJK. Cunently thoy must suppod users oflhirteen
thousand termrnals aad PC's in overcoming hardware and software problems they encounter on a alaily
basis. Their goal wa-s to build an autonEted help desk thal c4uld be used by the sixty people who rnarl
lller customer ser\,1ce hotline, receiving about one thousaad calls per day. They support approxirnatgly
sevent-v-6ve thousand users in the agency and the questions and problems cover about thirty-seven
sepamte "domains" raqging from L,otus l-2-3, to prhters and peripherals, to "how to properly fill out
on-llrle benefit eligibility applications". They were enthusiastic about the irlea of being able to recall
past cases as a means of solying current problems since tllere was a very high recurrenc€ of similar
Prcblems over time.
tnitlal protottpes involved cases tlat consisted ofboth short freeform problem descriptions and some
drscrete fields ofinforrnalion like error codes, termina.l tpq OS, networlq erc. The s]€tem Deeded to
Cremonstrate an ability to retrieve cases accurately and quickly and to use the freeform problem
oescnpdon i Formation for indexing and retrieval puryoses. IIEMIND'S hybrid inductivdnearest
neiShbour matching approach was abl€ to consistently retneve relevant cases from t}le case base. The
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production application was built using Visual Basic as th€ ftont-€nd GUI tool talking to two REtultND
case libraries via the REMTND API for Windows. Cases handled during the course ofthe day are stored
in a.n Ingress relational database for call tracking purposes. The two case libraries are divided along
hardware and software problem categoriss. Each case base has upwards of one thousand cases and the
system provides an average r€sponse time ofeight lo ten seconds, which is sufficient for handling
customers over t}le phone.

Over the sixteen months that the system has been in operation" ITSA has found that it is much better
equipped to handle hardwar€ problems than software problerns. This is because hard$,Ere problens
tend to be more narro\rly scoped than software problems. This makes it @sier to collect a
rcpresentative set of cases that cover the majority ofproblems that usen may encounter. In the software
arca, the case base would need to be much larger and probably require a much mor€ complex
representation to get performanc€ comparable to the hardware case base. At present, about sixty
DerceDt ofall calls are concemed with haJdware.

11.4.2 Application II - Process control for Naheola Mill
Jam€s River Corp.'s Naheola Mill h Pennington, Alabarna is one ofthe relativeb, few ftly integated
pulp-to-pap€r production plants h eistence. The Mill produces thiee basio outputsi tissue, board and
procassed pulp. Tissue is used for Bmwny Paper Towels, toilet tissue and other consumer products;
board is used in Dixie Paper cups, plates and other consurner prducts; proc€ssed pulp is redistributrd
to other mills to p.oduce thet end-products. At the front end ofrhis huge processing facility, hardwood
ard softwood tre€s are pulvedsed into chips, then fed imo the digesting process. Each batch process can
consume millions of dollars ofinput and output is traditionally 1äirly erratic. The process only produces
the targeted output 60% ofthe time. Wastage ca.n be high and missed outputs are a regular occürence
making inventory management a problein. A great deal ofeffort to automate the monitoring process and
achieve high levels of computerised decision support is expended in order to optimise the production.
The Nahoma Mill has worked wilh sev€ml techniques, such as neuml networks, rule based systems and
fuzzy logic, but the,v concluded that much ofthe process depended to a grcat extent on the judgement
and er?erience ofthe Mill operations staffto detect balches going awry. They tumed to CBR with
RtMtND. REMTND has been used on one ofthe many processing steps that involved ttre operation ofa
Pulp Dryer. The objective is to na'rimise the corllinuous production from tle pulp dryer and minimise
the rate of change on tle Kamlr Digester in the process. Moritored data inputs/statos for corfrolling
this rclationship number nearly two hundred. Thousands of cases were compiled on previous runs
where the outputs were judged for qualit and composition. REfi4tND ternpoml field representation
needed to be edended to handle data monitoring. The outcome is a decision on whether to shut the
process off or not. In efect, REI\,||ND provides a "fuzzy" alerting system that alerts operators if
something appears to be going wrong. Assuming prompt action on the part of operators, proc€ss sub-
optimisation can be contained or rcctified, resultirg in substantial savings throughout the proc€ss.

11.5 S--CÄSE
The S'-C"{SE version that was provided was a pre-release product. For tbat reason there are no
iadustrial applications ya.

\-
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Chapter 12: Future Trends for CBR

The development trend of CBR methods can be grouped into four main topics: integration with other
leaming metlods, integation with other reasoning components, parallelism and relations to cognition.
The current trend of CBR applications is in the help desk domain. The strcng role of user inteaction, of
flexible user contol and the drive towarö intemctrl€ness of systems favours a case-based approach to
intelligent mmputer'aided assistanc€ - lcaming, taining and teaching.

For complex application domains, simple approaches to domain modelling are not sufficient. Such
domains require different problem solving strategies. The automation ofthe knowledge ac4uisnron
process and the ability to automatically adapt to a given environment genemtes a need for automated
leaming. Thus, one central task h€re is the combination ofthe required problem solving and l€aming
strategies. CBR offers a first Generic) suggestion for the integation ofproblem solving and leamrng,
for which a dgeper analysis from a practical perspective can achievo hteresting results. The INRECA
Europea.n project (Espdt III c.ntract P6322; Althoff, Wess et al., 1994) has alrcady taken steps in this
dire.tion. INRECA'S basic tecbnologies are induction and CBR. It offers tools and metlodologies for
developing, validating and maintaining decision support systems. INRECA frlly integratrs both induction
and CBR into a single environment and uses tlle .espective merits of botl technologies.

For tlüs purpose, four possible levels of integration between the inductive and the CBR technologies
have been identified. The fißt consists simply ofkeeping both techologies separate ard lotting the user
choose select one. This toolbox approach should not be rejected because a user may need ordy one of
the two. In the second level of integration, called the co-operative approac[ the t€chnologies are kept
separated but they collaborate: each uses tie resuhs oftle other to improve or speed up ils o\.!n results,
or both methods arc used simultaneously to reinforce the results. For instanc€, CBR can be used at the
end ofth€ decision tree wh€n some uDcertainty occurs. In I].]]{ECA, conmunication ofresults between
the component s-vstems is achieved tirough tle CASLEL language. The rhird level of inegration, calted
the workbench approac[ goes a step further: the technologies are separabd but a "pipeline"

communication is usod to cxchange the rcsults of individual modules of each technology. For hstanc€,
the CBR system produces a similarity measure betrrcen a set of cases that may be used by the inductive
slstem to supplant the information gain measure. The final level of II,.P.ECA aims at rcusing tle best
components of each method to build a powqful integrated tool, which avoids the wea.leesses ofeach
separate technology and pres€rves their advantages. Figurc 12.I surrmarises the four integration levels.

Iidend b€tx€ +fodule ClGbls.n
-l-

Fgure I2 L Four Inregrahon Levplr in l^,tRECA

,./.
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Beyond the application domains that can be tackled successfirlly by meals ofa case-based idexing and
retneval approach and that can be built using today's CBR tools, there are also some oiher application
domains that cannot be tackled without a significant investrnent in knowledge-based adaptation
mechanisms. These other application domains can be charactedsed as dornains where it is extreinely
unlikely thal a former solution is reusable without any substantial modification. These charact€ristics
hold for all non-trivial planning and design prcblems. Moreover, in much ofthese plarming and design
ömains, the initial problem description is heavily under-specified and this deficil can only be
compensated for by htera.lion with the user.

Examples ofresearch projects wherc such issues are tackled are PRODIGY (Veloso, 1994) in the
planning area or FABEL (Ba-khtari. & Bartsch-Spörl, 1994) in the design area. An important
characteristic of FABEL is that it do€s not aim at solving ar architectuGl design problem completely in
one step, but that it offen dozens oflitde useful design aids, Nhich are embedded inro the architect's
'latura.l work flow in such a 1{ay that they can be activated "in flight". For example, ifa user ofthe
FABEL systcm is not sure about how to proceed, he can just mark the problern zone and the system
offerc solutions to similar situations on a single mouse click. Then the user can decide which ofth€
suggested solutions to take up and how to adapt it. FABEL is also expanding the scope ofth€ CBR
approach to the retdeval ofcases that a.e represeded as two or thre€ dimaßional sketches or CAD
plars. For the most par!, these describe compl€x anefrcts geometrically ard can be autornatically
indexed and compared according to thei sets of recognisable parts and their structural similaritv.

This makes CBR approaches usable fo. mechanical and architectural engin€ering t sks and embeds
CBR support functions into larger design support environments. h the end it enables the reuse on
demand ofthe krow how encoded in fomer construction layouts and CAD plans. This not only
enhances the productivity ofthe designers, but also helps them avoid kaov,,n mistä.kes and shortens the
time to market for new products.

What serms necessary is to have CBR systems that are focused on specific tasks (for €xampl€ help
desks). These are able to handle a wide vadety of applications, but the.v directly support particular
needs and arc not as generic as geneml purpose shells. The integration issue also appears to be
promising. The morc mmplex t-Ite rcal world applications, th€ greater the ne€d for having closely
irfegrated systems. We believe dlat in the future there will be less ofa need fo. generic standalone tools,
but that we will se€ a lot more integration ofCBR tlchnologies Into broader systcrns. As an exarnple of
this, Inference recently announced its intention to irtegrate Cm üPRESS (using DDE'S) with a
software prcduct that does call tracking. Also, the Camegie Group has afilounced its intention to
integrate CBR capabilities into its Test B€nch diagnosis tools.

From a research peßpective, the CBR community througlDut the world se€rns vel,v activ€ and
enthusiastic about its $ork. This is clear liom the number or CBR everts being organised over the ne).1
year or so (see under Events in Appendix 4: Other Us€fuI Contacts)

L
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ApprNurx 1: DnscnrprroN oF Tnsrs

TEST T0 Ability to handle structured domeins
. MAxn\T SPoNGES domain

. captunng the requirements ofthe domain during a one{ay meeting rvith aa e\T)en ofdrc
domain

. analysmg all the CBR tools to determine whether they can be ussd to model the MARTNE
SPoNGES dornain such tlEt all the requirements ofthe expert arc mgt

. /errl/f the MARINE SPONGES domain can be represert€d (yes/Do)

TEST T1 Systematic introdüctioD ofnoisc during consultetion
. CAR Domain

. take all 205 cases as reference cases aad choose 50 cases at ülldom as new cases

. introduce noise for the available atFibute values ofthe new cases ( i.e. rardornly selecting a
possible value from the respective value ra.nge for n o% ofthe attributes) with the following
&grees: IoYo, 20Yo, 40Yo afi 600/o

. compute the percentage of correct classifications for each "degree of noise" (e. g 3 5 new cases
\lith l0o% noise are correctly classified and 15 new cases not: this results in a value of70 %)

. resalt percentage ofcorr€ctly classified cases for €ach ofthe 4 degrees ofnoise

TEST T2 Systemetic reduction ol rvailable information within the new case during
consultation

. CARDomain
. take all 205 cases as reference cases aad choose 50 cases at ranalom as new cases
. delete the av?ilable values ofn o% ofrandornly s€lected attributes ofthe new cases with the

following degrees: l0%,20o/., 40o/o ar,ß,60%
r compute the percentage of correct classifications for each "degtee of reduced information"

(e.8. 45 new cases with l0% reduced information are cofiectly classifled and 5 new cases not:
this resülts in a value of 9070)

. /esrltsr percentage of mrrectly classified cases for each ofthe 4 degrees ofinformarion
reduction

TEST T3 Retrieval tirner
. TRA\tsL AGENCY domain

' randomly select 50 cases as rcw cases from the 1,470 original cases; use the remaining 1,420
as reference cases

. build 4 different cas€ libraries of 200, 400, E00 cases (randomly selected fiom tlrc remaining
1,420 cases, respectively) aad the whole case base of 1,420 cases

. FORN = 200,400, 800, 1.420 DO:
. Retrieve the most similar ca3e fiom the case base ofN cases for the 50 new cas€s.

respectively and m€asuc the retriel?l time

i!-

t TESTS T3, T7, and Tl0 are based on the same distribution ofreference and new cases.
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. Retrieve the five most similar cases fiom dle case base ofN cases for the 50 n€w cases,
respectivel) and mdrsure üe relrieval lime

. Retrieve the ten most similar cases from tle case base ofN cases for the 50 new cases,
respectlvely imd measure the retrielal time

For each ofthe 4 dilferent case libraries of200, 400, 800, 1,420 cases:
. Time needed for retrieving the most similar cas€ (av€rage of50 tests)
. Time needed for retrieving the five most similar cases (average of 50 tests)
. Time needgd for retrieving tlle ten most similar cases (average of 50 t€sts)

TEST T4 Classification ofidentical cases
. TP,A\EL AGENCY domain

. randomly select 50 cases as new cases from 1,470 reference cases

. letrieve the most similar case from the case base of 1,470 reference cases for the 50 n€w
cases, respectively and compute the percentage of conectly classified cases

. result: percq\tage of correctly classified cases (average of 50 tests)

TEST T5 Compulsory sercise of similarity measures
' CNC MACHINE TooL donain

. all CBR tools use the same simple similarity m€asure (no weighting, no additional knowledge,
no combination of different strategies)

. two reference cases:
Casecorrect:
. Enorcode = i59
. VOStateOutT = logical- l
. ValvesYl = switched
. VO Stateour24 = logical-o
. Valve5Y2 = not-switched
. PipesclampingRele€seDevice : OK
. VOStateIn32 : logical-l
. DrAcNosrs = IocardlN32i59Defecr

Caselncorrectl
. Enorcode = i59
. Valve5Yl = not-switched
. VOStateIn32 : logica.l-I
. DrAGNosts = Magneticswitch5YlD€fect

. assumption:
' the right diagnosis is IoCardlN32i59Defect

. the new cas€:
. Enorcode = i59
. Valve5Y2 : not-switched
. I/OStateIn32 : logica]-l

' .rüöaest 1i retrieve the most similar casc



r
. take all 3l I cases ofthe CNC MAcHtr\ts TooL domain as referenc€ cases plus Casecorect

and Caselncorrect, i.e. altogether 313 refererce cases
. arssumption:

. the righr diagnosis is IOCardINS2is9Defect,

. there are two cases that include IOCardIN32i59D€fect as diagnosis (Casecorrect, CASE
138)

. s btest 2 . rctieve the two most similar cases

Resülts from both sltbtests:
. retrieved most similar case (subtest l)
. retrieved two most sinilar cases (subt€st 2)

TEST T6 Voluntary Exercise ofsimih ty Measures
. CNC MAcrfl{E TooL dornain

. all CBR tools can use the following improvements:
. causal rule:

IF Enorcode = i59 & Valve5Y2 = not-switched
THEN Vostateout24 = logical-o

. applying test selection to increase the available information:
. questions for attributes ofcasecorrect are answered as included il this caso
. all other questions are answered with rlrtr?opn

. any other approach to achieve a correct result, e.& sFr€cial handling ofunknora values
. take the same new and r€feretce cases as in the 'tompulsory exercise,' (subtest 2)
. retrieve the two most similar cas€s with each ofthe ,.improvements,', rcspectively
. /errltr: two most similar cases for each kiad of"improvement"

TEST T7 Rep€ating the same queriesl
. TRA\TL AGENCY domain

. randon y select 50 cases as new cases fiom the 1,470 original cases; use the rcmaining 1,420
as reference cases

. rctneve the most similar case for the 50 new cases; perform twice and compute the percentage
ofidentica.l r€sults in both retriewl steps

. reszllt: perc€ntag€ ofidentical results (average of50 tests)

TEST T8 Systematic introdüction olnoise during rppticstion dev€lopment
. CAR Domain

. takc all 205 cases as reference cases and randornly choose 50 as new cases

. intoduce noise for all 205 referenc€ cases (but not for the new cases) by adding noise to the
available attribute valu€s ofthe reference cases ( i.e. randornly select a possible value from
the respective value range for n % ofth€ attributes) with the fo[owing degrees l0zo,20%,
40% and 60%

. build an execution system from the reference cases for each degr€e ofaddcd noise

A Revtew o.flndusmal Case-Based

t-

I Tests T3, T?, and T10 are based on the same distribution ofr€ference and new cases.
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. compute the percentage ofconect classificatrons for each "degree ofnoise" (e 9 40 new cases

are cortecdy classified by an execultotr system built flom troisy reference cases (e g l07o)

and l0 n€w cases not: this results in a percentage ofEo 7o)
. t esult. perc ttlage of correctly classified cases for each ofthe 4 degrees of noise

TEST T9 Systematic reduction of available information within the r€feretrc€ cases during

application development
. CARDomain

' take all205 cases as reference cases ald randomly chmse 50 as new cases
. delete the available values ofn % ofrandomly-selected attributes fot all th€ 205 reference

cases (but not fo. the new cases) with the following de8Jees l0o/', 20yo' 40o/' ar,d' 600/"

. build an €xecution syslern from the teference cases for every "degre€ of reduced information"

. compute the percentage ofcorrect classiflcations for each "degee of reduc'e-d information"
(e.g. 25 new cases are corectly classified by an execution system built fiom incomplete

reference cases (e.8. l07o) and 25 new cases not: This rcsults in a percentage of 50 7d
. result: peraentage of conectly classified cases for each ofthe 4 degrees of reduc€d

information

TEST T10 Building sp€€d for autometic applicrtiotr developmentr
. TRAVEL AGENCY dOMAiN

. build tle €xecutlon system fiom a set of 200, 400, 800 and 1,470 refercnce cases and measure

the time needcd
' compute üe average time per case
. r'errltr: builditg speed ofthe execution system for tlle 4 differcnt sets ofrcferenc€ cases,

average time needed per case for each ofttre 4 different sets of ref€rence cases

' Tesls T3, T7, and Tl0 are based on the same cas€ distribuüon oflefetence aad new cases
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AppnNnrx 2z Locar_,Srnrrr_,lnrty Mnlsunes
In this table, a ar1d , stand for the set ofvalues takeD by two cases. The valuation indicates whetler an
attribute has to take a single la.lue at a time or whether it can takes a list as its valu€.

Local Similarity
l \ , i f  a. \b = a

lunla- D! = <'  
l l , i f  a o b = @

iii. Sim(a, ö Card(a r.-' r)- Card(a ^ ö)

v. Sim(a, , Card(aw b)- Cafi(a ab)

^ - h )
Jml11.  D l  = -

a./ar\

ec(min(a .0 ).max{a .b l l-ec(a.'b)

ec(a w b\- ec(a.\bl
tJ, )ün14. D, =-

min(eca, ec ö)

s -r o., ) :?j-!lgjril_1!gl_lg-l

Monovalued
Multivalued
o
Card
a-,b-
llC

ec(I)
h

the attribute has exactly one.vdue at a time;
the attribute takes a list as its valu€ or possibly an i eryal;
s€t ofpossibl€ values for the attribute;
size ofa set:
upper bound ofa (respectively ofü);
c€ntral point ofinterval a;
absolute lalue betwe€n the upper and the lower bounds of interval Ij
level height in a s].rnbol hielarchy.
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AppnNurx3:
Pnonucr lNronma,uoN FRoM Suppr-rons

This section contaiis information supplied by swen vendors of CBR tools, including those reviewed m
this Report. It relatcs to the venions ofthe products as at February 1995. The terl supplied by the
vendors has been reprcduc€d here \aith only layoul and minor editorial changes.

CBR 2 Gncorporaling CBR Erpre$ rtrd CrsePoint)

Reviewed in this Report

First Release:

Current Version:

Pladorms for Development;

Pladorms for Deployment:

Erample Pricing Informrtion:

Developed by:

Number ofemployees:

l99l

2 .0

Windows, OS/2, Sun Solaris, HP-LX

t15,000 for a l0-user lic€nce

Inferenc€ Ltd

220+

Description ofproducl and major f€stures:

CBR 2 Oncoruoratins CBR EXPRESS and CASEPONT)

A complete family ofproducts ard services focused on the application of case_based retrieval
(CBR SPRESS) tecbnology, talgeted at the help desk and call centre market. CBR 2 wrll support
the entire cycle of customer support - problem rnarEgement, information retrieval, problern
resolution ald call avoidance. It enables organisations to capture unstructured corporate alata such
as cxpertise, krowledge aad multi-media documentation, providing ar intuitive interfac€ that
enables users to find relevant informaton very quickly even ifthey are unfamiliar witl the topic
:rea.

Case-Based (Reasoniry) Rarieval - as optimised in Cm üFRESS - lets developers (and end-
users) use natural language and a graphical, fill-in-tlrc-form user interhce to build loowledge.
Since it requires no programming, new cases ca! be added 4'namically, improving the application
over tim€ as new dala incrcases the systern's depth of infonnation. It is suited to a wide range of
applications from engineering and sales to customer support and finance al)d re4uires little
tran na.
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Update in relation to version used ir this Report

Since the product evaluation in this Report was undertaken, we have releas€d a new vcrsion ofthe
product that opens up new applicatioDs and address€s some ofthe points raised in the review. We
now offer a family ofproducts that includes CBR APRESS urder the family name of CBR 2.
Includcd wiüin rie CBn 2 family are

. CBR BPRESS HEIP DESK SEI{IES 2.O: A mmplete problern managemedt ard problem
rcsolution system aimed at Help Desk users

. CasEPorM 2.O: This is a case base view for end-users to acc€ss case bases created by CBR
EXPRESS. CBtl D(PRISS is now üs€d for authoring üther tian deplotment. CasEPotM runs ür
native mode under Windows, Presentalion Manager, Solaris and HP-ttX. In addition there is a
DLL version for embedding into other applications.

. CBR APRESS 2.O: This is essentially the sa]ne as the version in the review, but tlEre arc some
ncw modul€s:
o Genemtor: for autornatically creating case bases from a series ofdocuments - either .tx1or

MS Word .doc files. It allows Cm 2 to navigate document case bases as well as problem
diagnostic case bases.

' Test€r: for testing and auditing case bases, checking their design and high.lighting possible
areas for investigation-

" Pre-built case bas€s: Inference now offers a wide raage ofpre-built case basss covenng
most popular PC products within a Windows environment.

AT{I*ENIERPRIsE

For more complex applications, ART.EN,lrrrRtsE provides a richer set ofCBR functions.
ART'ENIERPRISE is a single, comprehensive developm€nt tool that integratcs ttrc firnctionality ofths
nunerous separate prcducts that are essential for crcating strategic corporate wide applications. It
provides rapid protoq?ing, development atd deplo],rnentj object-oriented progamming; built-in
graphical user htcrfaces (GLrIs) wiü multimedia capabilities; data integration and modelling from
multiple DBMSS; eventiriven, client server, open architectur€; access to unsfucturcd
informatioq business rule processing with "what if' anallsis; atd facilitates business process
reengmeerhg and dowasizing

Comments from Inference relating to the report:
Gen€ral point CBR BP!?ESS is an application shell designed to be used by business users rather
than specialist programmers. Therefore, CBR firnctionality has been kept simple to ensurc ease of
use and th€ creation ofsuccessfirl case bases by non-technical staff AIlI.El\TERpritsE provides a
richer set ofCBR functions together with fully obect-oriented and rule based proglanuning. As
such it is morc comparable with some ofthe other products in the review.
Applications: Although the review rightly suggests that Help Desks is an impotant application
area, the bulk of our customers are using the product for facing Call Centr€s.
Rules: Cm DORESS does in fact support rules - altlrcugh in the version used during the review
this was an üdocumented featurel The user can build rlrle files that automatically answer
questions. The rules can pick up words from tertual input to prc-amwer qu€stions. Also rules car
be used to infer a$wers to othcr questions from previously answered questions. For example, if
the arsw€r to "Is the light on?" is 'Yes", a rule caa autornaticallv answer the ouestrons ..Is the
power on?" with "Yes".
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Performance: Altiough CBR HPRESS performed $,ell, CAsEPot|{I, which is used for deplo)'ing
case bases, perlorms sigtrificandy faser, utilising less memory.

Customising the us€r interface. Cm üPRESS is now positioned as ihe authoring environmcnt,
whilst C,asEPor|.T is used for dqrloting applications. C"{sEPolM has a complete set of DDE
functions tlEt enable it to interfa.€ with most GUI building products such as Visual Basic. Also
there is a DLL version for completely embedding in third party products

Distributed by:
UK: Infer€nce Ltd
31-37 Windsor Road
SLOUGH
Berkshire, SLI 2EL
United Kidgdom
Tel: +44 1753-811 855 Fax:+44 1753-8Il 860

Germany: Inference GmbH
Lise-Meitner Straße 3
857 I 6 LNTERSCHLEISSHETV
Germany
Tel: +49 89-321 8180 Fax;+49 89-321 81830
NorthAmerica: InlerenceCorporation
l0l RowlaDd Way, Suite 310
NOVATO
c4.94945
USA
Tel: +l 415-899 0200 Fax: +l 415-899 9080

Inference has also appointed distributors and partners for most other countries. Initial enquiries
should be addressed to tle appropdate InGrcnce officr who will direct enquiries to the appropriate
partner. For enquides oütside North America pleas€ contactr lDferenc€ Ltd. For North America
enquiries, please cotact Inference Colpomtion.

EST[,EM

First Released:

Current Version:

Pladorms:

Example Pricing:

Developed By:

Numb€r ofemploy€es:

Reviewed in this Report

1991

1 .4

Wndows 3.I

$495 Intemational Sales, academic discounts are available aad
multiple c{py agre€ments are aggessively discourfted.

Este€m Softwarq tnc.

l 0

,./.



r
Description ofproduct and msjor features:

General description

tSlEEIvl I .4 is a Windows-based software tool that enables individuals Ooth programmerc and
npn- prograftrners) to quickly coDstruct decision enabling applications which utilise CBR
technology. ESIEIM deliven these capabilities in a form which makes it easy to leam and apply.
Fiv€ simple editors are provided:
l) to help the developer defin€ their cas€-based systen!

2) to crsate the definition of how to assess similarity for retrieving past cases,

3) a rule-base editor for creating rules used in retrievai and adaptatior!

4) a case editor for entering new cases or for using existing databases and ASCII files for cases,

5) an end-user int€rfac€ editor for creating simple interfac€s to the case-based application.

Many methods for fine tuning the retrieval proc€ss are provided ranging ftom multiple forms of
string marching, fuzzy numeric rnatchiDg, IDr and GEdient Descent weightirg, to nested case-base
rctrieval.

Develop€rs can embed ESIEEM in other Windows applications usirg its DDE Iibrary and database
connectioDs.

Uldate in relation to version used in this Report

ESIEBV L4 has a new Automatic Weight Generation faciliry. This facility provides two diffe.ent
heuristics for helping the user to determirc the relative weights ofthe case base's features wh€n
the "Weighted Featurc Similarity" similarity Bpe is used- The user can specifu one oftwo weight
genemtion methods: the IDr method or the Gradient Descent metlod.

ID 3 Wei ght G ene ru tion Me I hod

The ID3 method cu.rsntly works only for features usilg th€ Exact match t'?e (or, in the case of
numeric features, the Equal match t p€). Th€ algoritlm builds a decision üee for the cases in the
cunent case base by using the ID3 algorithm ard then uses the tree generated to calculate weights
for the features that were used in the tre€.

After selecting the ID1 method, the user specifies on€ target feature (the f€ature the generated tree
could be used to 'bredict") and the source features to use ( i. e. dre featurcs that lMill be used in the
g€nerated tree to predict thc target featurc). ESIEEM will then generate a decision tree.

Gradient Descent Weight Generation Method

Unlike the IDr weight generation method, tle Gr"adient Descent method works for all feature and
match types. As in the IDr metho4 the user specifies target ald sodce features. Ho\tsver, more
than one target featur€ may be specified for this metlrcd.

The method's algodthm works as follows: se!€ral random cases are selected fiom the case base
and the cases that are most similar to them 6ased on the current weishts ofthe source features)
are found.

bfonnation on how much the weights ofthe source features should bc increment€d or deqemented
is calculat€d, bascd on how well th€ matching cases' source feature values match, as well as how
well the matching cas€s' target features values match. After exarninüg several random cases, tle
resulting "weight updates" vector is nomulisod, scaled by a factor Delta and added to tle cunenr
source weight vector. The factor Delta is then decreased and the algodtbm begins examining more

\

A R?vpü ollndusrql Cas?.Baftd Reasaningloats
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random cases. This process c-ontinues until Delta reach€s a c€rtain value or until the user tells
ESIEEI\,| to stop.

New Multimedia Feature Tlpe Supported

ESIEEM I .4 supportJ a new Multimedia feature t ?c- ESIEEM carl be made to execute the
appropriate program with the displayed filo. Two match O?es are suppo(ed for Multimedia
f@tures: Exact (case indifferen0 and Infefred.

New Match Tlpes Süpported

In addition to the match q?es a\ailable in ESIEE\'I I . t's similarity definition, ESIEIIvI I .4 now
supports two new match q?€s for numeric features: Absolute Range and Absolule Fuzzy Range.

These two rnatch gpes are similar to tle Range and Fuzzy Range match tlpes, except that the
similaJity betwoen two valucs arc now measured in €rms ofthe absolute dilferenc€ between the
two values mther than the percentage differ€nc€-

Two n€w rnatch types, Subset ad Supe$et, ar€ also available to faciiitate the use oftext features
as multi-valugd sets. The Subset matching f$ction rch'tms the percentage ofihe target case's
value's elements - as deli$ibd by tle spac€s and mmrnas in dre tel1 - that appear in the current
case's values. Likewise, the Supersel matching function rctums tie percentage ofthe current
case's value's elemetrts tlat appear in tll€ target case's value.

An additional fimction available within rules, GetNthElement provides access to the ls.1 features'
indlvidual elements, as delimited by the spac€s and corrunas in the te(.

List of major distributors:
International: EsteemSoftwsrelncoaporrted
302 E. Main St.
CAMBRIDGE CITY, IN 47327
USA
Tel: +l 31747E-3955 Fax:+l 317-47E-3550
Conlacti Jill S. King

Ema.rl: esteeml3@delphi.com

Far Esst:
9F, No 259,
SEC.2 Ho-Ping East Road
TA]PEI 106
Taiwan
Tell +886 2-704 5535 Fax: +886 2-754 1785

Belgium:
Belgium

Impakt trv

Fa{ +32-91 33 00 7E
Contact: Frank I-ateur

CASECRAFT, THE KATE TOOLS 6ern-nvnucnoN, KArE-cB& KArE-EDrro&
KATE-RUNIIMf,)

First released:

Current version:

Aron, Inc,

1988

4 .0

Reviewed in this Report
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Platforms for development:

Platform for deployment:

Example Pricing Information:

Developed by:

Number ofEmploye€s:

PC windows, 8Mb of memorl

PC Whdows, Macintosh, StlN

Call

Michel Manago

Not specified

Descdption ofproduct snd m{jor f€atur€s:
. IGIEINDUCION allows object rcprcsentation of cases and imports most database and

spreadsheet formats. lt iDcludes a d],namic induction module dtat ggnemtes tests "on the fly"
for better treatme[t of unkno\rn values at consultation time. It offers interactive data midng
tools and includes utilities to print the tree on a variety of paper formats. KAIE combines
inductive capabililies with object-orient€d case representation and numerous exteDsioüs such as
the use of background knowledge.
KAIECBR performs nearest neighbour matching and does fulI fuzzy matching (ülike the
version of KAIE ,.0 thal was evaluated ir this report). KAIECSR supports the sam€ object
la.nguage as KAIE{NDUCnON and offers customisation facilities fof tle sidilarity measure.
KAIECBR can be combined with KAIEINDUCION.

KAIE EDIOR allows the developer to build an object model ofthe cases aad uses that model to
generate an intenctive questionnaire to edit tle cas€ library. I(AIE{DITOR is a set of C DLL'S
that run on top ofAs).rnetrix TOOLBOOK (included with KAID to edit user interfaces aad for
multimedia extensions.

. rÄTE{UNnME is used to deliver consultation stacks that car be cdited with TOOLBOOK

KAIE 4.O strong points are:

1 . Speed and ability to handle larye case bases that have been drastically improved over pre\,rous
versions ofKAIE such as the one rcvicwed in this report. Pedormance measures (on a DX2l66
PC) show that KAII-CBR achieves pure nearest neighbour retriwal in less than 2 seconds for a
case databases with over 8,000 cases described by 50 attributes without pre-indexing. KAIE
INDUCIION senerates decision tr€es in about 10 seconds for t}rc same case base.

The ability to ifegrate with other programs, an open architecture, client s€rver capabiliües and
ease of modification ofthe user interface.

Combinations oftechnol(gies to configure and turc the architecture of the CBR system to sull
the application requirementsi inductive fetrieval, nearest neighbour, dlnarnic indexing. The
system eith€r retrieves cascs using full description or queries the user for answers ir a step bt
step mode. Automatic test facilities are included to €valuate the system's accuracy before it ß
fielded.

Low-cost runtime that support all the features ofthe developmmt environment (g\cept case
structure modification ard import facilities).

Use ofbackground knowledge, ability to rcpresent complex cases (in partiorlar for engm€enng
tasks) and integration of numeric and s),rnbolic leaming techniques.

2 .

3 .

4 .

5 .

i.
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List ol major dist butors:
USA: AcknoSoft
396 Shasta Drive
PAIO ALTO
cA 94306-4541
USA
Tel: +l 415-856 E928 Fax:+1415-85E 1873

Intemational: Acknosoft
58 rue du Dessous des Berges
75013 PARIS
Franc€
Tel: +33 1-4424 8E00 Fax:+33 14424 8866
Belgium (brnking {pplications only)
Call for name of distributor
Swit erland
Call for nam€ of distributor
Ireland
Call for name of distribütor
Russia (banking epplications only
Call for na.rne of distributor
UsA(process and qualiry control applicstions only)
Call for name of distributor
Germany
Call for name of distributor

MEM-I

First Released:
1993

Current Version:
1 . 0

Plätforms for Development:
(intentionaüy left blank)

Platforms for Deployment:
l) IBM 386/486, running Windows

(r€quir€s GCLISP 4.3, CLISP, or Franz Allegro LISP U6-bitl)
2) DEcstations runlling LTLTRX (requires Lucid Conwon LISP 4.0)
3) IBM RS/6000 rurming AIX (requires Allegro Cornmon LISP

4.l.tbeta.0)
4) Macintoshes (re4uires Macintosh Common LISP 2.0)
5) Suns (requires SLN Common LISP 4.0.1)

Example Pricing Information:
$ 199.00 single license (discounts for multiple lic€nces)
$50.00 academic purchasers

{
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Developed by:
CECASE (Centre for Exc€llence m Computer Aided Systems
Engin€ering, at the Universitv of Kansas). CECASE is one of five
university-based "centres of excelleDce" established in the State of
Ka.nsas and partially frmded by the Kansas Technology Entlrprise
Corporalion witl the goal ofpromoting economic activity in the Stare.
We do research and development and our expertrse is in computer-
aided design and analysis tools.

Numbe. ofEmployees:
E full-time + several part-time researchers and student ass$tfils

Description of Product rnd Mrjor Featurcs:

MEM-I is a LISP-based language that allows researcherc and developeß to build CBR
applications. MEM-I defines case structures and suppolts irdexing, matching, similarity
assessment, rstneval ind adaptation.

List of Major Distribulors in rll countries:
All countries: CECASD
2291 lrving Hill Road
LAWRENCE
Kansas 66045-2464
USA,
Tel: +l 913-864 4896 Far: +1 913-864 7789
Contact: Tony Woi, Softwarc Engineer, Tel:+l 913-E64 7743

A Rel,iew of Industrial Case-Based

l
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RECALL
First released:

Current version:

Platforms for dev€lopmentl

Pladonns lor deployment:

Example pricing information:

Develop€d by:

Number of employees:

August 1993

t . 2

SttN, IBM RS6000, tlP 9000 series 700, DEC Alpha (under Motio
and PC under Windows.

As above

Development licence: 50,000 FF (t 6000) per rnachine (independent of
the platform)
Chent verston: 5000 FF (.e 600)

ISoft S.A.

I4

Description ofproduct and major featüres:

llEc,aLl is a CBR tool for solving problems or analysing situations by analogy $'ith preuous
experience. This technique is rapid to initialise ard allows the user to build efficient decrsion help
systems that call be €asily maintained and enlarged.

L
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Knowledse rcDresentation

REC.aLl has an object-oriented kno$ledge represertation language *nt allows it to describe and treat
cases in "attrib;-value" form, as well as in a sttucture4 blerarchical, Don homogeneous and
rcisy for4 using loowledge about th€ application domain- The us€r builds ttris structure wlth
spe;aüsjgapiic editors. Each attribu€ can b€ emiched with fac€ts such as "Default", "Cost"'
' Taxonomf', erc. For instance, melhod facets are programs for mmputing t]rc value ofa
descdptor iom the values of others. In addition to the hierarchical structure of objects, the user
can define relations betwesn several objecis

Creation of cases

\lhen an expert has cornpleted this modelization, he uses the structure as a model for ent'ering new
cases. Thus, a case is represented by tho set of instances ofobjects tlat d€scribe it by th€ list of
rclations betwesn these objects

During tie crcation ofa case, knowledge about the application domain is-usedlo lead and to
facili;te input. For example, the 'Default" fac€t alld the rnethods allow the lalues of some
attributes to be set automatically

Indexing

Indexing is performed autornatically by REC-1ll under the coDtrol ofthe user' One lray to control
iadexin! consists ofthe introduction ofbrcwledge that will be used during tle indexing process
This co;ld be attributes rrhose ralues are costly to obtain or to define lists of attributes that will
not be examine-d during the process. Finally, a tlee editor displays indices a'lld allows tleir
statistical evidenc€ to be controlled a.nd modified by the user'

Similaritv

&Call provides similari8 measurcs t kilg into accouDt global matching similarity and structural
matchiDg similarity

In tlrc global matching similarity, kcrlL computes similarity attribu'e by attribute, takmg into
acco; characteristics of descriptors, Icrowledge about the domain atrd modularity Iinks betw€flr
objects. The global similarity is aa aggregation oftle similarities for each attribute'

The strucfural matching similarity takes into account more or less (dependilg on a panlmeter
defiaed by the user) the hierarchical sttucture of cases and the similality of attributes The
influenc€ ofexc€ptional values can be reinforced \T hen they are considered lmportan! or
minimised when they are considered to be noise

Adaptation

Adaptation is carried out fiom solulions ofcases simiLar to ihe current probl€m It consists of
transformi4 the solution ofthese cases to saüsry the constraints ofthe new problern ard
proposing silutions to the user' I{rC-all bas standard adaptation mechani$ns such as the vote ln
^dditioo, tlte u.". c- detoe a set of specific adaptation rules ThJy are application domam
d€perdant and can be considered as knowledge that is stored in the base

Develop!9dd-?Dipp!9a!@

REC"allfool is a package that uses a graphical user interface in which the methodologr of
application development is defned

r&cilc++LjbconsistsofusingaliblarywhichgroupscBRfuDctionsofttc,Allforapplications
thar need particular rcquüemerts.
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List ofmrjor distributors in dl countries;
All countries: ISoft SA
Chemin de Moulof
91190 GIF SI]R YWTTE
France.
Tel: +33 I-6941 2777 F^x: +33 1-69412532

A Rel/ie* oflndßtial Case-Based Reasoning loots

Edail recall@isoft.fr
Contact person: Thierry Brune! J€an Jac4ues CafiEt, Hugues Marty.

France: Bull SA

REMIND

First Relersed:

Current Version:

Plrtforms for Development:

Platforms for Deploym€ntl

Pricing Information:

Nümber ofEmployees:

Reviewed tn thß Report

Description of Product *d."1* features,

ReMind

IlEMiNd provides üue generic shell capabitity. tt consolidates over ten years ofCBR research into a
robust, g€neric capability, having been tested in a diversity of domains to demonsüate its
effectiveness in solving a vadety of problem-solving tasks. Tools are provided for representing
case fields, qnnbol hierarchies, high level domain concepts and causal reiationships. t{EMiNd
proudcs a very rich reprcsentational environrnent. It supports multiple inheritance, partial
ordering, qualitative model and the creation of 14 different field gpes, including slmbol, texl,
integer, float, folmulq case, Boolean and date, as well as creating lists ofthe above field tJpes.
Choice ofindexing strategies including induction, nearest neighbour and case template. These
techniques may be used independently or in combination, providing great flexibility in automaxng
decision support tasks. Case libraries can support several hundred fields and tens ofthousands of
cases. Cases stored for futurc reference and retrieval are a gold mine of information. A singl€
lib@ry nay be used for more thaa one application for ma.\imum lev€rag€ of data. ftMiNd also
includes a database import tool, allowing a database to be tansformed into a case base and tlNs
taking adrantage ofthe knowledge in existing data- Compact binary tre€ are used for case
memory- Average retrieval of cases is performed in O(log n) time (where n is the number of cases
h the library), providing emcient runtime processing spe€ds with low memory rcquirements.
Sophisticated tools are providcd for analysing, comparing, explaining and generalising about
coilections of cases.

tlElvliNd's case adaptation capability makes it possible to go beyond a raluable, similar solution by
creating formulas that will adapt the rctrieved cas€ to suit the ncw circumstances. It provides built-
in tools for testing *!e accuracy of retrievals and tho balance oftlp case library. These allow
validation and fine-tune applications for high performance. I&MiNd is written in C# which

July 1992 Vl. l

January 1995 Vl.3

DOSMindows; OS2,?M; Macintosh; SLlN L!'IIX

DOSAüindows; OS2/PM: Macintosh; SLIN UNIX

Development System: $3000; API: $2000
Rur-Times: $200

L
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provides portability and integration into all €nvironments along with all the benefits of speed and
small memory requiremerfs. lts graphical iDt€rfac€ fully integrates with Windows, Presentation
Maiager and Mac OS. lt is designed so as to make it as easy as possible for computer and non-
computer professionals a.like to dcvelop their own custom applications. A form editor allo\is the
rapid ard easy design of €nd-user int€rfac€s with user-friendly English explanation capabilities.

API:

The ttl\4ind Applicrrion Pnoqmrwuiq lnrrnf,rcr (APl) allows developers of case libraries created in the
RtlVlird Der,ttopmm SysrM to deliver embedded case-based systems to an end user PC, Work
StatloD, or clientserver configuration. wlen the API is deployed in this fashion, end-us€r acc€ss to
ReMind's functionality is quick and easy. The API is a fully documented collection of over 50 C
functlons tllat allow access to and manipulation ofa l&lltind case library. In order to access these
functions, a Güphical User Interface (GUI) must bc built in fulI with a common GII tool
(e.g H}lercard, Visual Basic or Powerbuilder). The API car also be embedded into applications
built with otler commercial products (any program or GIJI tool) that can lint to e,..temal C
libmries such as automat€d help desks or expert system applications. This essential developmental
fleibility allows developers to creatg and deploy a custom user interfaae ofa case-based problem
solving system to the end-user.

REMiNd API Capabilities

. O!,eD, close and create new cas€ libraies, with separate library views.

. Create and eaht case library flelds.

. Create and store new cases or modiry existrng cases.

. Create and access srrnbols in the qnnbol hierarchy.

. Peform Inductive, Nearest Neighbour and Templa& Retriwals.

. Perform nest€d retrie\als.

. Crca& ne$ weight vec{ors for nearest neighbour matching.

. Crea& new templates for template matching.

. Perform case adaptation.

Available Function Catego.i€s oftle API for f{El\4iNd

. Managing Libraries and Views Withn Libranes.

. Managiq Cases.

. Managing Fields within Libraries.

. Maraging and Evaluating S]'rnbols.

. Managing W€ight Vectors.

. Managrng Templates.

. Performing Case Retrie€ls.

List olmsior disiributors in all countries:
USA: CognitiYe Systems, Inc.
220-230 Commercial Street
BOSTON MA O2IO9
USA
Te1: +1 611-7421227 Fax: +l 617-742 l l39
contact Personi Dear Burson
Asia Pacific:
2 Marsiling Lanc

Iluman Interface Engin€ering Pte. Ltd.

WOODLANDS NEW TOWN
Singapore 2573

.L
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TeI: +65 36- E2 242
Contact: Teck H. Goh

Fax: +65 36-82 241

AustralitNew Zeahnd: cl€dhill rnd Associstes
89 Church Street, Ha$thorn,
VICTORIA 3122
Australia
Tel: +61 38-18 07 95 Fax: +61 38-19 25 99
Contact: Julie Gledhill
Benelur: Ces€ Based Solutions
A.van Schendelstraat 570
351l MH UTRECITT
The Netherlands
Tel: +31 30 30 49 401 Fax: +31303049402
Contacl Aziz Shawky
Brazil:
Av. Ibitapuera" 2033
cEP 04029-100
SLO PAULO
Bmzil
Tel +55 I I 549 7833 Fax:
Contact: R€ginaldo Martineschen
Francei Ingenia SA

Softon Sistemas de ComDutedores. Ltda.

+55 I I549 7571

';

92 bis. Av. Victor Cresson
92 130 ISSY-LES-MOULINEALX
France
Tel: +33 l-47 36 29 00 Fa{l
Contacti Piere Vesoul
Italyi
Via Rombon,l I
MILAN
Italy
Tel: +39 2-264 0197

+33 I45 29 03 04

ArS SpA

Fax: +39 2t64 10'744
Contact: Prof Fraicesco Gardin
Scandinavia:
Leif Tronstads plass 6
PO Box 430
I3OO SANDI'IKA
Norway

Computas Expert Systems AS

Tel +47 67 54 I I l l Fax: +47 67 54 10 1l
Contact: Per Spangebu
United Kingdon/lreland Intelligent Applications Ltd.
I Michaelson Square
LMNGSTON
West Lothian EH54 7DP
Scotland UK
Tel: +44 150647 20 47 Fax: +44 150647 22 82
Contact: Chris Nclson

L
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S3'CASE

First Released:

Current VersioD:

Platforms for Developmenti

Platforms for Deployment:

Erample Pricing:

DevetoPed byl

Number of employees:

Reiewed in this RePorl

1994

I

Macintos\ Windows, WindowsNT, OS/2, Sun, HP, SGI and other
UNIX Platforms

As above

Cof,tact vendor

teclnno GmbH

E-mail rappt@inforrnatr-k u -kl de

6

Descnption ofproduct and msjor felturesi

ST4ASE is a tool for the development of CBR applications that actualy offers inductlve teclmiques

aswellasnearestneighboursearchcapabilitiesirranintegratedway'ItsupPorts^fullobject
Ja"nJ ao-ulo.oaJtting as well as multimedia features The generic user hterfaces are

J"äif" i" t."^ t*as. 
-The 

product is supplied as component ware'.in ihe sensc tl€t m

ä';;;;;;;"lt^try tho'" pu't' oith" toft*'" are selected thai are necessary for the

##;;;;;;;;;. a;;h " prolä 's u'uarv a s stage process startins with a sinall feasibilitv

test and ending with the gxploitation support

ThecurrentversionofslCASEirrcludesaforwardchainirrgruleinterpreter'Thismechanism
allowst}edefinilionofrulesforsearchrestriction'rulesforcasecompletionalrdru|esfolcase
adaptaüon.

List ofmajor distributors in rll counlries'

World-wide: teclnno GmbH
Sauerwiesen 2
6?66I KAISERSLAUTERN
GemanY
Tel + 49 6301-60 6 0 Fa\: + 49 6301-60 6 66
Contact: Mr RalPh TraPhoener
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AppnNrrx 4: Ornnn Usnrur, Coxr.c,crs

AI-CBR

An Intemet forum maintained by Ian Watson at the University of Salford. The address is:
ai-cbr@mailbase.ac.uk

CosePower (formerly known as Induce-It)

C"asEPoü/En is a Pc-ba^sed tool sold by Inductive Solutions, a corporation ftunded in I 989, with four
employees. The compaay, which is based in New Yo* City, builds propnctary models and systems
primarily for the financial industry and offers spreadsheet-based development tools.

Inductive Solutions(UsA): T€1: +l 212-945 0630; Contact: Roy S Fre€dman

The Ersv R€tsoner

The East Reasoner ftomthe Haley Enterprise is a tool for softwale developers that comes buldled as a
set ofc libnries to add inductive ard CBR capabilities.

The Haley Enteryrise (USA): Tel: +l 412-741 6420

Events

The AÄÄI häs been holding CBR workshops for some time. Most recertly, David Leale oryanised a
workshop at A.dAI'93, and David Aha at AAAI'94. tn Europe, the first Europ€n workhop on CBR
(EWCBR) was orgadsed by Prof. Michael Richter near Kaisenlautern, Germany (wess et d/, 1994)
and the second EWCBR by Mark Keane (Univenity of Dublin, Ireland), Jean Paul }laton (University
ofNancy, France) and Michel Manago in Chantilly, Fmnce (Keare et al., 1994).

Some ofthe CBR events during 1995 and 1996 are as follows.

Ralph Barlctta, Michel Malago and Stefan Wess (Inference Germany) will organise a workhop on
industrial strengtl CBR applications at IJCAI 95 in Montrea.l (Canada). The third EWCBR will be held
in Switzerland in 1996 and every other year after that. In April 1995, Unicom Seminars will be holding
a CBR Workshop, chaired by Al"-x Goodall. The US and European CBR com$unities hav€ delided to
hold a joint intemational confercnce every other year. The first Intemational conferencc on CBR will be
organised in Portugal in October 1995 by Manuela Veloso (Carnegie Meuon Univ€rsity, USA), Agrlar
Aamodt (University ofTrondheinr, Norway) and Carlos BeDto (University of Coimbra, Potugal).

FABEL (see Chapter 12)

Genna.n Research and Developmert system. funded by the Geman Ministry for Research and
Technology (BMFT, contract no 01 lW 104) with a particular focus on the architectutal domain and on
adaptation.



.7-
A Reyie$ of Indust al Case-Based Reasoning Tools Other Usefirl Contacts 139

Contact: Brigitte Bartsch-Spörl
BSR Consulting
Wirtstrasse 38, D-81539 München - GERMANY
Tel +49 89-695545 Fa.x: +49 89-695158 e-rnail: brigitte@bsr-consulting.d€

Other padners involved: GMD (Sarkt Augustin), Technical University ofDresden, IITWK Iripzig,
University of Freiburg, ald Universiry of Karlsühe.

Induce-It

See CasePower-

INRECA (s€€ Chspter 12)

European Research and Development systern, firnded by the Conunission of European Comrnunities
(ESPRIT contract P6322), that aims at integaling induction and Case-Based Reasoning with a focus
on applications in tecbnical maintenanc€ and classification ofnatural objects. Learl by AclmoSoft in
Paris, the INRECA consotium involves IMS in Ireland. teclnno and the Universi8 of KaiserclauEm in
Germany.

Conlact Michel Manago
Acknosoft SA
58 rue du Dessous des Berges
75013 Paris - FRANCE
Tel: +33 l-44 24 88 00 Fa-x: +33 l-44 24 88 66

Other contacts: Michel Baudin, Acloosoft, USA: Tel: +l 415-856 8928, Fax: +1 415-85 1873;
Gerrnany: Ralph Traphoner, teclnno Cmbh Germary: Tel: +49 6301-606 60, Fa-\: +49 6301-606 66;
Sean Br€en, Idsh Multimedia Systerns (IMS), Ireländ: Tel: +353 l-284 05 55, Fa'( +353 l-284 0829:
Klaus-Dieter Althofl Univeßity ofKaiserslautenL GermanyiTel: +49 631-205 3360, Fax:+49 631-
205 3357.

INIIECA +

Research ard Development project between Acknosoft and thg Russian academy of scienc€ that
focuses on medical domains (INTAS project 4040). The goal is to integrate technologies in multi-media
ard CBR to develop a help desk for the Russiad Information toximlogy advisory centre. Based in
Moscow, the c€ntre rcceivgs calls from all over Russia. It processed more than 6000 calls over the past
two years. Th€ similadty between cases is assessed based not only pathology ofcases, and on the
chernical structures of drugs. A particular ernphasis has bern made oD drug interactions and on
psychohops. This includes children that ingest foreign drugs becarse ttrey are codditioned in athactive
colourÄrl packages, suicide attempts, problems tlat arisc because ofdrugs that arc t ken m
combination witl alcohol e/c. Arl editor for chemical structures of compounds and a multimedia
dalabasc that stores chemical structures and documentation about the psychotrops has been developed
to handle real life volurne ofdata about toxic mmpounds.

Contact: Mich€l Manago, Acloosoft, Fmncr (sfü under INRECA above) Oleg Larichev, Institute for
System Analysis, Russia: TeI: +95-135 85 03, Fax: +95-938 22 09, Micha€l Zabezhailo, All-Russian

L _
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kßtitute of Scientific and Technical bformation ofthe Russian Acaderny of Science (VIMTI), Russia
Tel: +95-155 43 65, Fax. +95-152 5447,lcrrry Zisser, Reliable Sollware lnc , Belarus Tel: +172 49-40
96,Fa-\: +112 4944 83, Y. N. Pechersky, Institut€ ofMathenatics, Moldova, Tel: +373 2-73 81 30.

Recon

R€con is a data mining tool developed at lockheed to support its servicing contracts with special focus
in the financial area. It includes CBR a::d rule based reasoning technologies, and combines topdown
and bottom-up data-mining. Recon can irtefice with a wide variety of data sourc€s such as Omclg
DB2, Par-adox, Rdb ?te

USA: contact Evangelos Simoudis
Lockheed AI CeDtre
3251 Hanover Street
Palo Alto, CA 94304
Tel: +1 415-354-5271, Fa-\: +L 415424-3425

Erpert AdYisor

Expert Advisor, developed by Software Artistry in the US. rs a ststem that does call tracking. Although
the suppli€r claims to have inco.porahd CBR. Expert Advisor seems to only offers an editor to build
decision trees by hand and does not offer tools to built these automatically from cases (induction) or to
retrieve them dlnamically (CBR)- For this rcasoq we have se€n nothing in Expert Advisor that
qualifies it as a CBR tool.

Softwarc Artisfy: Tel: +l3l7El6 3042

UCI Repository of Machine Leaining Databases

Set ofpublic dornain databases that are often used to compde pedomance of Machine I-€aming and
Case-Based Reasoning systems and algorithms. Il can be accessed through the Intemel by alonlrnous
ftp at ics.uci.edu, on directory pub/nachirclearningdatabaseVimports-85.
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Gr-,ossanv

Abduction
Metlod used to infer facts from mles in backward-chainiag

Application Development
Process ofusing Lhc dcvelopme( slstem.

Attribüte
Featurc or component description ofa case. An attibute can be ofdifferent q?es: qmbolic (ordered
or not), taxonomic, numeric (ifteger and real).

Background Knowledge
Everylhing important that should b€ loown - facts, relations, procedures, ere - when dealing with a
new problem in a specific domain. Usually the dornain knowledge is midmal in statistics or neura.l
nets, avorage in case-based approaches and high in rule-based systems.

Backwsrd-Chaining
Control procedure that attempts to prove facts recursively from inferential üles, first by
enumemting conditions that would be suffcient for fact proving and second by setting these
conditions th€mselves as facts.

Case
Specific problem-solving experience. A case usually contains a problem description and a solution.
It may be enhanced by additional parts such as a justification, a problem solving path and !€rious
tt?es of annotation. Cases can be repres€nt€d in a compute. either as flat attribute-value pa14 or as
structured objects of different complexi8, possibly accompanied by non-slmbolic multi-media
supplements.

Case Base
Set of cases or examples ofa domaia, used during problem solving. The cas€ base is usually storcd
in a database.

Case-Based Reasoning
Method lrhich solves a new problem by recognising its similarities to a specific knorm problem then
by transfering the solution ofthe knorn problem to the new one.

CÄSUEL
Language used for cases and domain Imowledge description and exchange. defined du ring tle
ESPRIT project INRECA.

Class
S€€ diagnosis.

Classification Task
See diagnosis.

Consultation
Process ofusing the execution system.

,--z
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Database
Set of cases stored in a computer memory' The database and the case base are oftcn used as
s),nonlms in CBR literatute. However, the database refers to how cases arc stored and accessed
piy.iially on o stotug" tnemory, whereas the case base refeß to how cases are used ürring tlle CBR
process.

Decision Tree
Also called induction tlee in this book, a decision tree is a ditected acyclic Sraph which describes a
decision proc€ss. The inner nodes ofihe tree represent attributes whose edges conespond to specific
values, th€ final leaves represent the possible decisions

Dedoction
Method used in artificial int€lligence which enabl€s the inference of facts from rules by forward-
charning.

Descriptor
See attribute

Developmenl System
Functional component for the construction and maintenance ofthe application system

Diagnosrs
The target to be l€amed in a CBR system. For instance, the class attribute is a @ical conc€pt to be
leamed in an inductive system. Howevgr, other targ€ts can be leamt within a CBR system: the
justification ofthe solution, a problem solving path elc

Domain Knowledge
See Background Kno\r ledge

Evaluation Criteria
Guidetines for conducting a meaningful cornparison betwe€n systems for different kinds ofusers'
different levels of utilisatlon and diff€rent states of rca.lisatron

Erecution System
The resull ofusing tie development slstem on a particular application

Expert System
Computer system that performs the task ofan expert in a rcstticted area

Forward-Chaining
Control procedure that produces new decisions by recursively applfiag the antecedent conditions of
infercntial rules.

lndex
Attnbute Fhich narrows the search when looking for specific cases in a database

Indexing Tree
Tree built on a set of indexes.

Induction
M€thod used in anificial intelligence which ernbles the leaming ofrules or concepts fiom a set of
training €xamples.

Induction Tre€
See decision tree.
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Justification
Explanation of an action or a decision by presenti[g antecedent considerations. such as heuristic
rules, that affected the motivation ofmaking this action or providing this result.

Knowledge Acquisition
Ertaction and formulation of knowledge from dilferent sourc€s. It should be the major goal ofa
leaming system. Up to now, knowledge acquisition has to be performed mainly .,by hand,',
especially with exp€rts.

Knowledge Base
Name given to the conjunction ofdomain lnowledge and a database that follows the dornam
requirements. H€nc€, tlle knowledg€ base is traditionally confounded with the database in statistics.
where no additional knowledge is available, whereas it is confounded with the dornain krcwledse in
pure knowledge-based systems like expert syst€ms, where no cases are available.

L€arning
The process of irnproving performance by acquiring or modifying loowledge.

Rule
A pair, composed ofa condition and a consequence, that can be used in rule-based sysrcms oy
deductive processes such as backward-chaining aad forward<haining.

Rule-Based System
Computer system that explicitly rclies on a rule set.

Similarity Assessment
Computation ofthe similadty measure b€tween two cases.

Similarity Measure
Mathematical fxnction used to order the rctrieved cases in the database, with rcspect to a given
query. A similaritv measure is called local when it is applied over specific attributes (nunenc,
s)'rnbolic, erc.); it is called global, wh€n it surftnarises a set of local similarig measures.

Taxonomic Attribute
Attnbut€ where the possible.vzlues are describ€d in a hierarchy tree accordiry to a spccialisation
relation. Ar exarnple ofa taxonomic attribute is the colour that may be dgscribed by two values
(Iight and dark), €ach r,alue may be specialised (dark is specialised by brorln and black) erc.

Tüonomy
See taxonomic attribute.

Test Set
Part ofthe case base that is used to test a Dreviouslv built svstem.

Training Sct
Part ofthe case base that is usei to build a svsten.
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