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2007a]

 ICSP'08: Accurate estimates without calibration. 
[Menzies, ElRawas, Boehm, Madachy, Hihn, Baker, 
Lum 2008]
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Variance in Calibrations 

 Much larger than reported [Baker 2007]:
 For 93 NASA records

 Causing Estimation using Standard methods (LC) to have a high 
Magnitude of Relative Error  (MRE = abs(predicted - actual) /actual)
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Can we avoid calibration?

 Model estimates depedent on modelCalibration when…

Estimate = projectDetails * modelCalibration
 But we assume that

Estimate = projectDetails * modelCalibration

 Accurate Calibration vs. Data Drought: We need to avoid data dependency
 Monte Carlo [Metropolis 1953] sampling over 

 the space of possible calibrations

 the project options

 Apply AI search to select

 Project options that most improve the estimate

 But do not try to control the calibrations (variation in project details assumed 
larger)

 Models used: COCOMO II (effort), COQUALMO (defects), Schedule and 
Threat models [Boehm 2000]
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The Models

 COCOMO II

 COQUALMO
(defects introduced)*(defects reduction ratio)
{requirements, design, coding}

 Months (Schedule)

 Threat

Default ranges for attributes in 
the USC models. VL = 1, XH = 6.

Also used for ''ALL'' Project

Sample threat table

effort multi.
defect removal
scale factors
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What is the space of project options?

“Values” = fixed

“Ranges”= Loose (select within these ranges)
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Search-based Software Engineering

 Using search algorithms to tackle SE issues [Harman 
2007, Clark 2003]
 Project planning and cost estimation  [Aguilar-Ruiz 

2001, Antoniol 2005]
 Software Testing [Briand 2005, Li 2007]
 Automated maintenance [Mitchell 2006, O'Keeffe 2006]

 Standard search algorithms used include Genetic 
Algorithms [Holland 1992] and Simulated annealing 
[Kirkpatrick 1983]

 Other Algorithms used that go beyond Harman 
[Harman 2007] algorithms (e.g. Seesaw [Menzies 
2009], XOMO and Tar3 [Menzies 2005])
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What is STAR?

 SAMPLE: Using an AI search algorithm
 DISCRETIZE: remove continuous variables
 CLASSIFY: into 2 classes, best and rest 

(BORE) [Clark 2005]
 RANK: Support based bayesian ranking
 PRUNE: or back select applying policies by 

rank
 REPORT: returning the best set of policies
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SAMPLE: Simulated Annealing
[Kirkpatrick 1983]

 Best = anything

 Run from “hot” to “cool”
 Find something in the 

neighborhood of best
 If better, then new best
 Else 

 When “hot”, maybe jump to 
worst

 When “cooler”, don’t be so 
stupid

 As we cool, SA converges to 
greedy hill-climbing

 Accumulate  the total energy 
seen for each setting

Project ranges Internal ranges

Bad

Good 

function sa(kmax) 

  s := s0; e := E(s)           // Initial state, energy.
  sb := s; eb := e             // Initial "best" solution
  k := 0                       // Energy evaluation count.
  while k < kmax and e > emax  // Loop
    sn := neighbour(s)         //   Pick some neighbour.
    en := E(sn)                //   Compute its energy.
    if en < eb then            //   Is this a new best?
      sb := sn; eb := en       //     Yes, save it.
    if random() < P(e, en, temp(k/kmax)) 
     then s := sn; e := en     //     Maybe jump
    k := k + 1                 //   One more evaluation 

done
  return sb                    // Return best

BadBadBadBadBadBadBadBadBadBadBadBad

Good Good Good Good Good Good Good Good Good 
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 Median = 50% percentile
 Spread = (75-50)% percentile
 Small spread means stable 

across space of possible 
calibrations

 “Policy point” : smallest i with 
lowest E (Energy). Note that 
0 ≤E ≤ 1

22 good ideas

The rest not-so- good ideasRanking and the Fitness
Function

 Bayes rule + support
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Analysis Types

 Strategic: High level institutional change, longer term
 Tactical: within project timeline, shorter term
 All/default: Use all the attributes, its all fair game (not realistic)
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Sanity Check
Search vs. Standard Methods

 At the “policy point”, STAR’s random 
solutions are surprisingly close to LC

 LC : learn impact[i] via regression (JPL data)
 STAR: no tuning, randomly pick impact[i]
 Median δ = (estimate(STAR) − estimate(lc))

 STAR Estimates Close to those produced by the 
reference models

  Note: no 
calibration 
  Note: no 
calibration 
  Note: no 
calibration 
  Note: no 
calibration 
  Note: no 
calibration 
  Note: no 
calibration 
  Note: no 
calibration 
  Note: no 
calibration 
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“Sociology beats Technology”?

 ICSE 2007 panel
 Tim Lister (co-author of 

Peopleware” [DeMarco 
1987])

 Focus less on new ASE tools 
and more on management / 
sociological factors 

 E.g.  More important than 
“software tools”

 Any one of 1,2,3,4,5,6,7,8
 Any two of 10,11,12,..,22

 Advanced ASE tools are aa = 
5,6 and ett = 5,6. These are 
denoted by 

Relative impact on development effort. 
Regression analysis of 161 projects. 

Boehm e.tal. 2000



  18

JPL Flight systems: Tactical
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OSP2: Tactical 
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ASE tools and general effects
 ASE more important for more constrained projects, but 

important for the vast majority.

 ASE needs to be applied with high levels, in conjunction 
with social factors (Technology and People work together)

 Reductions much larger for less constrained projects 
(exploiting uncertainty)

 Best policies a small percentage of overall space

 This result is also seen in our ASE `07 papers.

`
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Analysing Future SE Trends

 Studying future trends based on 
the COCOMO model

 ICSE '08 panel: Barry Boehm, 
Vic Basili, Ray Madachy, 
Thomas Ostrand, Deiter 
Romback, Rick Selby and Elaine 
Weyeuker

 Facilitators: Bojan Cukic, Tim 
Menzies, David Raffo

 Projects assumed Nasa like, 
Mission critical, contractor built 
with long lifetime (5 to 10 years)

 Trends of Attributes: Bump, Rick, 
Up, Down
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Analysing Future SE Trends
 Trend unresolved for PREC, STOR, and TIME => 8 distinct 

projects

 ASE tools (technology) use a trend that is recommended for 
the future (more important for large)

 Effort reductions larger in Strategic

 Defect reductions larger in Tactical (use of ASE tools)

small: KLOC = 25 to 75
medium: KLOC = 250 to 750
large: KLOC = 2500 to 7500 
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Drastic vs. Conservative control

 Conflict analysis with S-Cost [Boehm 1999]

 Override project parameters to resolve requirement 
conflicts

 Can have detremental effects on project
 Conservative change defined as change within project 

limits => recommendations from STAR
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Drastic vs. Conservative control
 Conservative change is better overall

 ranking higher than drastic in most cases

 Drastic Change does better in some cases
 Bad side effects (Reduce quality: quick but 

problematic)

 Drastic change not that great
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Better, Faster, Cheaper

 Pushed by Dan Goldin at NASA
 All three can be achieved
 Implementation of BFC was closer to FC [IFPTE 

2003]

 Conventionally, it's more like Better, Faster, 
Cheaper: pick any two (ie. BF, FC or BC)

 Applied by changing the weighting of models
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Better, Faster, Cheaper

 BFC ”jack of all trades, 
master of none”, i.e. 
trying to fix everything 
yeilds compromises

 FC bad for defects, but 
pushes projects out 
quicker (especially for 
more constrained)

 BC Drives defects down, 
but development time is 
worst
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Conclusions

 No calibration data = Not a road block
 If data present, use it
 Else can still work with space of tunings
 Uncertainty exploited to our advantage

 Search based tools can evaluate practices
 Technology vs. People: work together
 Technology use is recommended for the future
 Drastic Change not that great
 Trying to fix everything yeilds compromises
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Future work

 Method being further developed 
 different search engines [Menzies 2009, Green 

2009]
 different fitness functions  [Green 2009]
 to evaluate different practices [Orrego 2009]

 Fix/Remove Threat Model
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Thank you

Questions?
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