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Abstract—Understanding of software costs is important because of
the overall magnitude of these costs (in 1985, roughly $70 billion per
year in the U.S. and over $140 billion per year worldwide) and the
fundamental impaet software will have on our future quality of life.
Section I of this paper discusses these issues.

Section II, the main portion of the paper, discusses the two primary
ways of understanding software costs. The ‘‘black-box’’ or influence-
Junction approach provides useful experimental and observational in-
sights on the relative software productivity and quality leverage of var-
ious management, technical, envir tal, and per 1 options.
The “‘glass-box’’ or cost distribution approach helps identify strategies
for integrated software productivity and quality improvement pro-
grams, via such structures as the value chain and the software produc-
tivity opportunity tree.

The individual strategies for improving software productivity iden-
tified in Section II are:

* writing less code;

® getting the best from people;

* avoiding rework;

¢ developing and using integrated project support environments.

Section II provides overall surveys of early and recent progress along
these and other lines identified by the opportunity tree.

Better understanding of software costs leads to better methods of
controlling software project costs, and vice versa. Section ITI discusses
these issues. It points out that a good framework of techniques exists
for controlling software budgets, schedules, and work completed, but
that a great deal of further progress is needed to provide an overall set
of planning and control techniques covering software product qualities
and end-user system objectives.

Index Terms—Programming productivity, software costs, software
engineering e ics, software manag t, software metrics, soft-
ware productivity.

I. THE NEED TO UNDERSTAND AND CONTROL
SOFTWARE COSTS

In this section, we will explore three main reasons why
it is important to understand and control software costs:

1) Software costs are big and growing. Thus, any per-
centage cost savings will be big and growing, also.

2) Many useful software products are not getting de-
veloped. Helping good software people work more effi-
ciently will provide time for them to attack this backlog
of needed software.

3) Understanding and controlling software costs can
get us better software, not just more software. As our
lives and lifestyles continue to depend more and more on
software, this factor becomes the most important of all.

Manuscript received August 15, 1986; revised May 26, 1987.

The authors are with TRW Inc., One Space Park, Redondo Beach, CA
90278.

IEEE Log Number 8823076.

A. Software Cost Trends

A number of studies have indicated that software costs
are large and rapidly increasing. For the United States in
1980, using two separate approaches and relatively con-
servative assumptions, Reference [24] derived a total of
900 000-1 000 000 software personnel, with a resulting
annual cost of $40 billion, or roughly 2 percent of the
U.S. Gross National Product. Reference [69] derived a
comparable figure of 900 000 professional programmers
in the U.S., and a total world programmer population of
3 250 000 (another 900 000 in Western Europe, 500 000
in the Far East, and about 950 000 elsewhere).

Reference [69] estimated the rate of growth of program-
ming personnel at roughly 7 percent per year, which
would yield a U.S. professional programmer population
of roughly 3 000 000 people by the year 2000, and a world
programmer population in the year 2000 of roughly
10 000 000 people. Recent estimates of the dollar growth
in U.S. software costs have typically indicated around a
12 percent per year increase (indicating a 5 percent annual
increase in personnel cost plus the 7 percent increase in
number of personnel). This is consistent with the trends
in U.S. Defense Department costs, which went from
roughly $3.3 billion in 1974 [46] to roughly $10 billion
in 1984 [78]. The recent Electronic Industries Association
study of U.S. Defense Department mission critical soft-
ware costs also predicted a 12 percent annual growth rate
from $11.4 billion in 1985 to $36 billion in 1995 [42].

Using a 12 percent annual growth rate, the annual U.S.
software cost would be roughly $70 billion in 1985 and
$125 billion in 1990. Comparable world software costs
are difficult to calculate due to differing salary scales, but
they would be at least twice this high: over $140 billion
in 1985 and over $250 billion in 1990. Clearly, these costs
are sufficiently large to merit serious efforts to understand
and control them.

B. The Software Backlog

Several studies (e.g., [23], [82]) have indicated that the
demand for new software is increasing faster than our
ability to develop it. For example, the U.S. Air Force
Data Systems Design Office has identified a four-year
backlog of important business data processing software
functions which cannot be implemented because of a lim-
ited supply of personnel and funding, much of which must
currently be devoted to supporting the evolution of exist-
ing software (often misleadingly called *‘software main-
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tenance’’). A number of other government and commer-
cial organizations have identified similar backlogs.

This software backlog exacerbates two serious prob-
lems. First, it acts as a brake on our ability to achieve
productivity gains in other sectors of the economy. It has
been estimated that roughly 20 percent of the productivity
gains in the U.S. are achieved via automation and data
processing. The software backlog means that many non-
software people’s jobs still have a great deal of tedious,
repetitive, and unsatisfying content, because the software
to eliminate those parts of the job cannot be developed.

Second, and more serious, the software backlog creates
a situation which yields a great deal of bad software, with
repercussions on our safety and quality of life. Specifi-
cally, the backlog creates a personnel market in which
just about anybody can get a job to work off this software
backlog, whether they are capable or not.

Several studies have shown that, as with productivity,
differences between people account for the largest source
of variation in software quality. For example, the com-
parative experiment in Reference [30] showed a 10: 1 dif-
ference in error rates between personnel. The numerous
instances of risks to the public summarized by Neumann
in ACM Software Engineering Notes provide graphic ex-
amples of how serious a problem we have created by un-
leashing unqualified software personnel onto projects pro-
ducing critical applications software. This leads us to two
primary conclusions:

e We need to understand and control software costs as
a way of reducing software backlog, and thus of reducing
the chances that bad programmers will continue to pro-
vide us with more and more bad software to live with.

e We need to understand and control software qualities
as well as software costs.

C. Understanding and Controlling Software Costs and
Qualities

The interactions between software cost and the various
software qualities (reliability, ease of use, ease of modi-
fication, portability, efficiency, etc.) are quite complex—
as are the interactions between the various qualities them-
selves. Overall, though, there are two primary situations
which create significant interactions between software
costs and qualities:

a) A project which tries to reduce software develop-
ment costs at the expense of quality can do so, but only
in ways which increase operational and life cycle costs.

b) A project which tries to simultaneously reduce soft-
ware costs and improve software quality can do so, by
intelligent and cost-effective use of modern software tech-
niques.

Going for Low-Cost, Low-Quality Sofiware: One ex-
ample of situation a) is provided by the Weinberg-Schul-
man [121] experiment, in which several teams were asked
to develop a program to perform the same function, but
each team was asked to optimize a different objective. Al-
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most uniformly, each team finished first on the objective
they were asked to optimize, and fell behind on the other
objectives. In particular, the team asked to minimize ef-
fort finished with the smallest effort to complete the pro-
gram, but also finished last in program clarity, second to
last on program size and required storage, and third to last
in output clarity.

Another example is provided by the COCOMO data
base of 63 development projects and 25 evolution or
maintenance projects [23]. This analysis showed that if
the effects of other factors such as personnel, use of tools,
and modern programming practices were held constant,
then the cost to develop reliability-critical software was
almost twice the cost of developing minimally reliable
software. However, the trend was reversed in the main-
tenance projects; low-reliability software required consid-
erably more budget to maintain than high-reliability soft-
ware. Thus, there is a ‘‘value of quality”” which makes it
generally undesirable to reduce development cost at the
expense of quality.

Achieving Low-Cost, High-Quality Software: Cer-
tainly, though, if we want better software quality at a rea-
sonable cost, we are not going to hold constant our use of
tools, modern programming practices, and better people.
This leads to situation b), in which many organizations
have been able to achieve simultaneous improvements in
both software quality and productivity. For example, the
extensive survey in Reference [50] of about 800 user in-
stallations found that the four most strongly experienced
effects of using modern programming practices were
“‘code quality,”’ ‘‘early error detection,’” ‘‘programmer
productivity,”” and ‘‘maintenance time or cost.”” Thus,
attempts to build quality into a software product will also
lead to gains in productivity as well.

However, getting the right mix of the various qualities
(reliability, efficiency, ease of use, ease of change) can
be a very complex job. Several studies have explored these
qualities and their interactions, e.g. [19] and [85]. Also,
some initial approaches have had some success in provid-
ing methods for reconciling and managing to multiple
quality objectives, such as Design by Objectives [51] and
the GOALS approach [23, ch. 3]. An excellent review of
the state of the art in software quality metrics is [49].

II. UNDERSTANDING SOFTWARE COSTS

We can consider two primary ways of understanding
software costs:

A) The “‘black-box’’ or influence-function approach,
which performs comparative analyses on the overall re-
sults of a number of entire software projects, and which
tries to characterize the overall effect on software costs of
such factors as team objectives, methodological ap-
proach, hardware constraints, turnaround time, or person-
nel experience and capability.

B) The ‘‘glass-box’’ or cost-distribution approach
which analyzes one or more software projects to charac-
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terize their internal distribution of costs among such
sources as labor versus capital costs, code versus docu-
mentation costs, development versus maintenance costs,
or other distributions of costs by phase or activity.

These two primary perspectives complement each other,
and certainly both are needed to achieve a thorough un-
derstanding of software costs. The two parts of this sec-
tion will explore each of these perspectives in greater de-
tail.

A. Software Cost Influence Functions

The study of software cost influence functions similarly
branches in two main directions: controlled experimen-
tation and observational analysis. We shall discuss the re-
sults of each approach in turn below.

1) Experimental Results: Some of the earliest experi-
mental results on software cost influence functions were
the studies in Reference [54] comparing the effects of
batch versus time-sharing computer operation on pro-
gramming productivity. The experiments typically indi-
cated a 20 percent productivity gain due to time shared
interactive operation, but a much more remarkable vari-
ation in productivity (up to 26:1) due to differences in
programming personnel.

Another set of significant insights resulted from the ex-
periments in Reference [121] discussed earlier, showing
the striking effect to team objectives on project productiv-
ity and product quality.

During the late 1970’s, a number of experiments helped
to illuminate the programming process, investigating the
effects of code structuring, programming language con-
structs, code formatting. commentary, and mnemonic
variable names on programming productivity, program
comprehensibility, and error rates. A good summary of
these experiments is given in [104].

Some initial experiments have explored the effects on
productivity of prototyping and fourth-generation lan-
guages. A seven-project experiment comparing a specifi-
cation-oriented versus a prototyping-oriented approach to
the development of small, user-intensive application soft-
ware products [28] found primarily that (see Fig. 1):

® Both approaches resulted in roughly equivalent
“‘productivity’’ in delivered source instructions per man-
hour (DSI/MH).

* The prototyping projects developed products with
roughly equivalent performance, but requiring roughly 40
percent fewer DSI and 40 percent fewer manhours than
the specifying projects (P versus S in Fig. 1).

® The specifying projects had less difficulty in debug-
ging and integration due to their development of good in-
terface specifications.

A six-project experiment comparing the use of a third-
generation programming language (COBOL) and a fourth-
generation language (FOCUS) on a mix of small busi-
ness-application projects involving both experts and be-
ginners developing both simple and complex applications
[59] found primarily that (see Fig. 2):

® On an overall average (F versus C in Fig. 2), the
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fourth-generation approach produced equivalent products
to the third-generation approach, with about 60 percent
fewer DSI and 60 percent fewer manhours (again with
roughly equivalent ‘‘Productivity’” in DSI/MH).

¢ From project to project, there was a significant vari-
ation in the ratio of third generation : fourth generation DSI
(0.9:1 to 27:1), manhours (1.5:1 to 8:1) and DSI/
MH(0.5:1to 5:1).

Implications for Software Productivity Metrics: These
two experiments and the earlier Weinberg experiments
make it clear that we need better metrics for software pro-
ductivity than DSI/MH. A number of alternative metrics
have been suggested, such as:

® “‘Software science’’ or program information-content
metrics [58].

¢ Program control-flow complexity metrics [84].

¢ Design complexity metrics [36].

® Program-external metrics, such as number of inputs,
outputs, files, inquiries interfaces, or function points (a
linear combination of those five quantities) [2], [70].

* Work-transaction metrics [38], [114].

In comparing the relative effectiveness of these produc-



BOEHM AND PAPACCIO: UNDERSTANDING SOFTWARE COSTS

tivity metrics to a DSI/MH metric, the following conclu-
sions to date can be advanced:

¢ Each has advantages over DSI/MH in some situa-
tions.

® Each has more difficulties than DSI/MH in some sit-
uations.

® Each has equivalent difficulties to DSI/MH in relat-
ing software achievement units to measures of the soft-
ware’s value added to the user organization.

Thus, the area of software productivity metrics remains
in need of further research and experimentation in search
of more robust and broadly relevant metrics.

2) Observational Analyses: Having summarized the
major experimental investigation of software cost drivers,
let us look at the related observational studies.

A major early observational analysis of software pro-
ductivity factors was the study done by SDC for the U.S.
Air Force in the mid-1960’s [91]. This study collected
over 100 attributes of 169 software projects. Although the
study was not successful in establishing a definitive set of
software cost influence functions robust enough for ac-
curate cost estimation, it did identify some of the more
significant candidate influence functions for further inves-
tigation, such as requirements and design volatility and
concurrent hardware development.

Similar early studies which helped to identify signifi-
cant candidate software cost influence factors were those
of [7} and [124]. As an example, the analysis in [124]
yielded a set of quantitative software cost influence fac-
tors (number of object instructions, type of application,
novelty of application, and degree of difficulty) and rela-
tionships which were able to support practical software
cost estimates across a range of command-control type
applications. Some concurrent studies [123]}, [21] estab-
lished a reasonably definitive relationship showing the
asymptotic increase in software cost as hardware speed
and storage constraints approached 100 percent.

A landmark study in analyzing the effect of modern pro-
gramming practices on software costs was the IBM [115]
study of over 50 software projects. It provided conclusive
evidence that the use of such practices as structured code,
top-down design, structured walkthroughs, and chief pro-
grammer teams correlated with software productivity in-
creases on the order of 50 percent. The study also con-
firmed the significant impact of such factors as personnel
capability and hardware constraints on software produc-
tivity, as well as such additional factors as personnel ex-
perience and database size.

In the late 1970’s number of software cost models were
developed, representing a further level of predictive un-
derstanding of the factors influencing software costs. Be-
sides the IBM model based on the results in Reference
{115}, these included the Doty model [61], the Boeing
model [11], the SLIM model [96], the RCA PRICE S
model [48], and the COCOMO model [23]. More re-
cently, some further software cost estimation models have
been developed such as the Jensen model [68], the Esti-
macs model [103] and the SPQR model [70]. A compar-
ison of these models (except the two most recent models)
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in terms of their primary cost driver factors, has been pro-
vided in [25].

Software Productivity Ranges: In the context of un-
derstanding and controlling software costs, a significant
feature of some of these models is the productivity range
for a software cost driver: the relative multiplicative
amount by which that cost driver can influence the soft-

‘ware project cost estimated by the model. An example of

a set of recently updated productivity ranges for the CO-
COMO model is shown in Fig. 3.

Similar productivity ranges have been provided for
some other cost models, e.g., [68].

The primary conclusions that can be drawn from the
productivity ranges in Fig. 3 are as follows.

® The most significant influence on software costs is
the number of source instructions one chooses to pro-
gram. This leads to cost-reduction strategies involving the
use of fourth-generation languages or reusable compo-
nents to reduce the number of source instructions devel-
oped; the use of prototyping and other requirements anal-
ysis techniques to ensure that unnecessary functions are
not developed, and the use of already-developed software
products.

® The next most significant influence by far is that of
the selection, motivation, and management of the people
involved in the software process. In particular, employing
the best people possible is usually a bargain, because the
productivity range for people usually is much wider than
the range of people’s salaries. An overall discussion of
the concerns involved here is providéd in [23, ch. 33].
More extensive treatments of personnel and management
considerations are provided in [120], [33], [88], and [98].

¢ Some of the factors, such as product complexity, re-
quired reliability, and database size, are largely fixed fea-
tures of the software product and not management con-
trollables. Even here, though, appreciable savings can be
achieved by reducing unnecessary complexity, and by fo-
cusing on appropriate cost-quality tradeoffs as discussed
in Section I.

® Requirements volatility is an important and neglected
source of cost savings and control. A great deal can be
done in particular in using incremental development to
control requirements volatility. Frequently, users request
(or demand, or require) new features while a software
product is under development. In a single-shot full-prod-
uct development, it is very hard to refuse these requests;
as a result, the developers are continually thrashing as the
ripple effects of the changes are propagated through the
product (and through the project’s highly interlocked
schedules). With incremental development, on the other
hand, it is relatively easy to say, ‘‘Fine, that’s a good

' The differences between Fig. 3 and its counterpart in [23] are the in-
clusion of the Requirements Volatility factor, the extension of the Modern
Programming Practices range to cover lifecycle costs (using a 30:70 de-
velopment-maintenance lifecycle cost ratio, this ranges from 1.57 for 2
KDSI products to 1.92 for 512 KDSI products ), a widening of the software
tools and turnaround time ranges to reflect recent experience with advanced
software support environments [20], [26], and the addition of the open-
ended range representing the number of software source instructions de-
veloped by the project.
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Fig. 3. COCOMO software lifecycle productivity ranges, 1985.

feature. We will schedule it for Increment 4.”” This al-
lows each increment to operate to a stable plan, thus siz-
nificantly decreasing the requirements volatility cost es-
calation factor.

® The other cost driver variables in Fig. 3 are also quite
significant particularly if they are addressed in an inte-
grated manner. For more details, see [23, ch. 33] for a
discussion of potential productivity strategies for their
successful application to an integrated software produc-
tivity improvement program.

* The productivity ranges can also be used to assess
the impact of other proposed software strategy changes,
such as a transition to Ada (and its associated support-
environment and modern programming practices). Two
such studies have been done for Ada to date. Reference
[39], using the COCOMO framework and an expert-con-
sensus approach, estimated a typical 30 percent cost pen-
alty for using Ada in the near term and a cost reduction
of at least 40 percent for using Ada in the long-term. Ref-
erence [61], using the Jensen-model framework, esti-
mated a significantly larger cost penalty for using Ada in
the near term, and a typical 25 percent cost reduction for
using Ada in the long term.

B. Software Cost Distribution Insights

Having looked at the experimental and observational
‘‘black-box’’ approaches to understanding software costs,
let us now look within the software-production ‘‘glass
box’” for further insight.

There are several approaches to analyzing the distri-
bution of software costs which have provided valuable in-
sights on software cost control. In this section, we will
summarize some of the insights gained from analyzing the
distribution of:

1) development and rework costs;

2) code and documentation costs;

3) labor and capital costs;

4) software costs by phase and activity.

We will conclude by presenting a particular type of
phase and activity distribution called the value chain, and
show how it leads to a useful characterization of produc-
tivity improvement avenues called here the software pro-
ductivity opportunity tree.

1) Development Versus Rework Costs: One of the key
insights in improving software productivity is that a large
fraction of the effort on a software project is devoted to
rework. This rework effort is needed either to compensate
for inappropriately-defined requirements, or to fix errors
in the specifications, code or documentation. For exam-
ple, Reference [70] provides data indicating that the cost
of rework is typically over 50 percent on very large proj-
ects.

A significant related insight is that the cost of fixing or
reworking software is much smaller (by factors of 50 to
200) in the earlier phases of the software life cycle than
in the later phases [22], [44], [35]. This has put a high
premium on early error detection and correction tech-
niques for software requirements and design specification
and verification such as the Software Requirements En-
gineering Methodology, or SREM [3], [4] and the Prob-
lem Statement Language/Problem Statement Analyzer
[111]. More recently, it has focussed attention on such
techniques as rapid prototyping [126], [28], [118] and
rapid simulation [125], [109], which focuses on getting
the right user requirements early and ensuring that their
performance is supportable, thus eliminating a great deal
of expensive downstream rework.

Another important point is that rework instances tend
to follow a Pareto distribution: 80 percent of the rework
costs typically result from 20 percent of the problems.
Fig. 4 shows some typical distributions of this nature from
recent TRW software projects; similar trends have been
indicated in [102], [47], and [13]. The major implication
of this distribution is that software verification and vali-
dation activities should focus on identifying and elimi-
nating the specific high-risk problems to be encountered



BOEHM AND PAPACCIO: UNDERSTANDING SOFTWARE COSTS

TRW PROJECT B
- 11005 Siy

S

TRW PROJECT A
{373 SPR's)

20

0 1 [l 1 1 1 1 i} 1 e J

o 10 20 30 40 60 €0 70 80 90 100
% OF SPR's (SOFTWARE PROBLEM REPORTS)

Fig. 4. Rework costs are concentrated in a few high-risk items.

by a software project, rather than spreading their available
early-problem-elimination effort uniformly across trivial
and severe’ problems. Even more strongly, this implies
that a risk-driven approach to the software lifecycle such
"as the spiral model [27] is preferable to a more document-
driven model such as the traditional waterfall model.

The Spiral Model: The spiral model is illustrated in
Fig. 5. The radial dimension in Fig. 5 represents the cu-
mulative cost incurred in accomplishing the steps to date;
the angular dimension represents the progress made in
completing each cycle of the spiral. The model holds that
each cycle involves a progression through the same se-
quence of steps, for each portion of the products and for
each of its levels of elaboration, from an overall concept-
of-operation document down to the coding of each indi-
vidual program.

Each cycle of the spiral begins with the identification
of:

® The objectives of the portion of the product being
elaborated (performance, functionality, ability to accom-
modate change, etc.).

e The alternative means of implementing this portion
of the product (design A, design B, reuse, buy, etc.).

e The constraints imposed on the application of the al-
ternatives (cost, schedule, interface, etc.).

The next step is to evaluate the alternatives with respect
to the objectives and constraints. Frequently, this process
will identify areas of uncertainty which are significant
sources of project risk. If so, the next step should involve
the formulation of a cost-effective strategy for resolving
the sources of risk. This may involve prototyping, simu-
lation, administering user questionnaires, analytic mod-
eling, or combinations of these and other risk-resolution
techniques.

Once the risks are evaluated, the next step is deter-
mined by the relative risks remaining. If performance or
user-interface risks strongly dominate program develop-
ment or internal interface-control risks, the next step may
be an evolutionary development step: a minimal effort to
specify the overall nature of the product, a plan for the
next level of prototyping, and the development of a more
detailed prototype to continue to resolve the major risk
issues. On the other hand, if previous prototyping efforts
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have already resolved all of the performance or user-in-
terface risks, and program development or interface-con-
trol risks dominate, the next step follows the basic water-
fall approach, modified as appropriate to incorporate
incremental development.

The spiral model also accommodates any appropriate
mixture of specification oriented, prototype-oriented,
simulation-oriented, automatic transformation oriented,
or other approaches to software development, where the
appropriate mixed strategy is chosen by considering the
relative magnitude of the program risks, and the relative
effectiveness of the various techniques in resolving the
risks. (In a similar way, risk-management considerations
determine the amount of time and effort which should be
devoted to such other project activities as planning, con-
figuration management, quality assurance, formal verifi-
cation, or testing.)

An important feature of the spiral model is that each
cycle is completed by a review involving the primary peo-
ple or organizations concerned with the products. This re-
view covers all of the products developed during the pre-
vious cycle, including the plans for the next cycle and the
resources required to carry them out. The major objective
of the review is to ensure that all concerned parties are
mutually committed to the approach to be taken for the
next phase.

The plans for succeeding phases may also include a
partition of the product into increments for successive de-
velopment, or components to be developed by individual
organizations or persons. Thus, the review and commit-
ment step may range from an individual walkthrough of
the design of a single programmer component, to a major
requirements review involving developer, customer, user,
and maintenance organizations.

2) Code Versus Documentation Costs: Most of the ef-
forts to date in developing software support environments
have been focused on capabilities to improve people’s
productivity in developing code. However, recent anal-
yses have shown that most projects to develop production-
engineered software products spend more of the project’s
effort in activities leading to a document as their imme-

-diate end product, as compared to activities whose im-

mediate end product is code. These documents include
not only specifications and manuals, but aiso plans, stud-
ies, reports, memoranda, letters and a wide variety of
forms. The volume of documentation with respect to lines
of code tends to vary by application; Reference [70] re-
ports a typical 28 pages of documentation per thousand
instructions (pp/KDSI) for internal commercial pro-
grams and a typical 66 pp/KDSI for commercial software
products of the same size (50 KDSI).

The proportion of documentation-related to code-re-
lated effort averaged about 60 : 40 over the COCOMO data
base of projects [23] and about 67:33 for large TRW
projects [20]. These proportions have caused some recent
software development environments such as the Xerox
Cedar system [112] and the TRW Software Productivity
System [20] to focus on the provision of extensive docu-
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mentation and office-automation aids, and on the close in-
tegration of these functions with code-oriented functions.

3) Labor Versus Capital Costs: 1t is generally recog-
nized that software development and evolution are ex-
tremely labor-intensive activities, and that a great deal of
productivity leverage can be gained by making software
production a more capital-intensive activity. Typically,
capital investment per software worker has been little dif-
ferent from the $2000-3000 per person typical of office
workers in general. However, a number of organizations
such as Xerox, TRW, IBM, and Bell Laboratories have
indicated that significantly higher investments per person
have more than recaptured the investment via improved
software productivity. Similar results on the payoffs of
capital investments in better facilities and support capa-
bilities have been reported in [81] and [37]. An excellent
overall survey of software capitalization strategies is pro-
vided in [119].

4) Software Costs by Phase and Activity: A great deal
of insight into controlling software costs has come from
analyses of the distribution of costs by phase and activity.
Some of the earliest results, such as [16], indicated the

high proportion of project effort devoted to integration and
test, and the importance of good test planning, test sup-
port, and interface specification. (Another early paper [63]
stated that ‘‘a good software interface specification was
quite literally worth its weight in gold.””)

Subsequent analysis of software development effort dis-
tribution such as [124] indicated the significant fraction
of project effort devoted to nonprogramming activities
(configuration management, quality assurance, planning
and control, etc.), and the high potential leverage in-
volved in making these activities more productive.

Another major insight has been the recognition that
most of the cost of a software product is incurred after its
initial development is complete [43], [22], [35]. Subse-
quent analyses of the sources and distribution of these
software life-cycle evolution costs (often misleadingly
called maintenace costs) such as [14] and [79], provided
a number of insights on how to reduce software evolution
costs. Several recent sources such as [2], and [6] have
provided more specific detail on software evolution cost
reduction activities.

5) The Software Product Value Chain: The value
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chain, developed by Porter and his associates at the Har-
vard Business School [94], [95], is a useful method of
understanding and controlling the costs involved in a wide
variety of organizational enterprises. It identifies a canon-
ical set of cost sources or value activities, representing
the basic activities an organization can choose from to
create added value for its products. Fig. 6 shows a value
chain for software development representative of experi-
ment at TRW. Definitions and explanations of the com-
ponent value activities are given below. These are divided
into what Reference [95] calls primary activities (inbound
logistics, outbound logistics, marketing and sales, ser-
vice, and operations) and support activities (infrastruc-
ture, human resource management, technology develop-
ment, and procurement).

Primary Activities: Inbound logistics covers activi-
ties associated with receiving, storing, and disseminating
inputs to the products. This can be quite large for a man-
ufacturer of, say, automobiles; for software it consumes
less than 1 percent of the development outlay. (For soft-
ware, the related support activity of procurement is also
included here.)

Outbound logistics covers activities concerned with
collecting, storing, and physically distributing the prod-
uct to buyers. Again, for software, this consumes less than
1 percent of the total.

Marketing and sales covers activities associated with
providing a means by which buyers can purchase the
product and inducing them to do so. A 5 percent figure is
typical of government contract software organizations.
Software product houses would typically have a higher
figure; internal applications-programming shops would
typically have a lower figure.

Service covers activities associated with providing ser-
vice to enhance or maintain the value of the product. For
software, this comprises the activities generally called
software maintenance or evolution.

Operations covers activities associated with trans-
forming inputs into the final product form. For software,
operations typically involves roughly four-fifths of the to-
tal development outlay.

In such a case, the value-chain analysis involves break-
ing up a large component into constituent activities. Fig.
6 shows such a breakup into management (7 percent),
quality assurance and configuration management (5 per-
cent), and the distribution of technical effort among the
various development phases. This phase breakdown also
covers the cost sources due to rework. Thus, for, exam-
ple, of the 20 percent overall cost of the technical effort
during the integration and test phase, 13 percent is de-
voted to activities required to rework deficiencies in or
reorientations of the requirements, design, code, or doc-
umentation; the other 7 percent represents the amount of
effort required to run tests, perform integration functions,
and complete documentation even if no problems were
detected in the process.

Support Activities: Infrastructure covers such activ-
ities as the organization’s general management planning,
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finance, accouting, legal, and government affairs of the
organization. The 8 percent figure is typical of most or-
ganizations.

Human resource management covers activities in-
volved in recruiting, hiring, training, development, and
compensation of all types of personnel. Given the labor-
intensive and technology-intensive nature of software de-
velopment, the 3 percent figure indicated here is a less-
than-optimal investment. .

Technology development covers activities devoted to
creating or tailoring new technology to improve the or-
ganizations products or processes. The 3 percent invest-
ment figure here is higher than many software organiza-
tions, but still less than optimal as an investment to
improve software productivity and quality.

Margin and Service: Margin in the value chain is the
difference between the value of the resulting product and
the collective costs of performing the value activities. As
this difference varies widely among software products, it
is not quantitatively defined in Fig. 6. Similarly, ‘‘ser-
vice’’ or ‘‘evolution’’ costs have not been assigned a value
in Fig. 6. Evolution costs are typically 70 percent of soft-
ware lifecycle costs, but since some initial analyses have
indicated that the detailed value chain distribution of soft-
ware costs is not markedly different from the distribution
of development costs in Fig. 6, we will use Fig. 6 to rep-
resent the distribution of lifecycle costs.

Software Development Value Chain Implications: The
primary implication of the software development value
chain is that the ‘‘Operations’” component is the key to
significant improvements. Not only is it the major source
of software costs, but also most of the remaining com-
ponents such as ‘‘Human Resources’” will scale down in
a manner proportional to the scaling down of Operations
costs.

Another major characteristic of the value chain is that
virtually all of the components are still highly labor-in-
tensive. Thus, as discussed in Section II-B-3, there are
significant opportunities in providing automated aids to
make these activities more efficient and capital-investive.
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Further, it implies that human-resource and management
activities have much higher leverage than their 3 percent
and 7 percent investment levels indicate.

The breakdown of the Operations component indicates
that the leading strategies for cost savings in software de-
velopment involve:

® Making individual steps more efficient, via such ca-
pabilities as automated aids to software requirements
analysis or testing.

® Eliminating steps, via such capabilities as automatic
programming or automatic quality assurance.

® Eliminating rework, via early error detection or via
such capabilities as rapid prototyping to avoid later re-
quirements rework.

In addition, further major cost savings can be achieved
by reducing the total number of elementary Operations
steps, by developing products requiring the creation of
fewer lines of code. This has the effect of reducing the
overall size of the Value Chain itself. This source of sav-
ings breaks down into two primary options:

® Building simpler products, via more insightful front-
end activities such as prototyping or risk management.

® Reusing software components, via such capabilities
as fourth-generation languages or component libraries.

6) The Software Productivity Improvement Opportu-
nity Tree: This breakdown of the major sources of soft-
ware cost savings leads to the Software Productivity Im-
provement Opportunity Tree shown in Fig. 7. This
hierarchical breakdown helps us to understand how to fit
the various attractive productivity options into an overall
integrated software productivity improvement strategy.

Most of the individual productivity options have been
discussed in earlier sections of this paper. Here, we will
provide a recap of the previous options, and further dis-
cussion of the additional options identified in the Oppor-
tunity Tree.

Making People More Effective: The major sources of
opportunity in dealing with people were covered in dis-
cussing the large productivity range due to personnel ca-
pability in Section II-A-2, and the labor versus capital
costs discussion in Section II-B-3. Additional facilities-
oriented gains were covered in the discussions of inter-
active software development in Section II-A-1, and of
avoiding hardware constraints in Section II-A-1. Provid-
ing software personnel with private offices is another cost-
effective facilities opportunity, leading to productivity
gains of roughly 11 percent at IBM-Santa Teresa [70] and
8 percent at TRW [20]. In addition, the productivity
leverage of creative incentive structures can be quite
striking. For example, a program to provide extra bonuses
for people who reuse rather than rebuild software has led
to significant increases in the amount of software reused
from previous appl.cations.

Making Steps More Efficient: The primary leverage
factor in making the existing software process steps more
efficient is the use of software tools to automate the cur-
rent repetitive and labor-intensive portions of each step.
Such tools have a long history of development; some good
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surveys of various classes of tools are given in [74] and
[99].

More recently, it has become clear that such tools are
much more effective if they are part of an Integrated Proj-
ect Support Environment (IPSE). The primary features
which distinguish an IPSE from an ad hoc collection tools
are as follows:

* A set of common assumptions about the software pro-
cess model being supported by the tools (or, more
strongly, a particular software development method being
supported by the tools).

*® An integrated Project Master Database or Persistent
Object Base serving as a unified repository of the entities
created during the software process, along with their var-
ious versions, attributes, and relationships.

® Support of the entire range of users and activities
involved in the software project, not just of programmers
developing code.

® A unified user interface providing easy and natural
ways for various classes of project personnel (expert pro-
grammers, novice librarians, secretaries, managers, plan-
ning and control personnel, etc.) to draw on the tools in
the IPSE.

® A critical-mass ensemble of tools, covering signifi-
cant portions of software project activities.

* A computer-communication architecture facilitating
user access to data and resources in the IPSE.

Some good references describing the nature and func-
tions of IPSE’s are [32], [117], [64], [90], and [110].
Some good examples of IPSE’s with extensive usage ex-
perience include CADES [87], Interlisp [113], the AT&T
Unix environment [73], the U.S. Navy FASP system
[108], the TRW Software Productivity System [20], and
the Xerox Cedar System [112]. Some early examples of
advanced concepts and prototype environments are found
in [117]. Later examples are so abundant that it is vir-
tually impossible to summarize them concisely; a good
recent source is [12].

Eliminating Steps: A good many automated aids go
beyond simply making steps more efficient, to the point
of fully eliminating previous manual steps. If we compare
software development today with its counterpart in the
1950’s, we see that assemblers and compilers are excel-
lent examples of ways of vastly improving productivity
by eliminating steps. More recent examples of eliminat-
ing steps are process construction systems [122], [45],
software standards checkers and other quality assurance
functions [19], [106]; and requirements and design con-
sistency checkers [3], [15], [111)}.

More ambitious efforts to eliminate steps involve the
automation of the entire programming process, by provid-
ing capabilities-which operate directly on a set of software
specifications to automatically generate computer pro-
grams. There are two major branches to this approach:
domain-specific and domain-independen: automatic pro-
gramming.

The domain-specific approach gains advantages by cap-
italizing on domain knowledge in transforming specifi-
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cations into programs, and in constraining the universe of
programming discourse to a relatively smaller domain. In
the limit, one reaches the boundary with fourth-genera-
tion languages such as Visicalc, which are excellent au-
tomatic programming systems within a very narrow do-
main, and relatively ineffective outside that domain. A
good example and survey of more general approaches to
domain-specific automatic programming is given in [11].

The domain-independent approach offers much broader
payoff in the long run, but has more difficulty in achieving
efficient implementations of larger-scale programs. Some
good progress is being made in this direction, such as the
USC-ISI work culminating in the FSD system [9], the
Kestrel Institute work on the PSI and and CHI systems
[56], [105], and the MIT Progammer’s Apprentice project
[101], [118]. An excellent summary of automatic pro-
gramming approaches can be obtained from the Novem-
ber 1985 issue of the IEEE TRANSACTIONS ON SOFTWARE
ENGINEERING.

Eliminating Rework: One can also extend automatic
programming in a direction which provides expert assis-
tance to programmers (and more generally, to all software
project members) to aid them in making the right deci-
sions in algorithm selection, data structuring, choice of
reusable components, change control, test planning, and
overall software project planning and control. This con-
cept of a knowledge based software assistant (KBSA) has
been thoroughly described in [55]. The primary benefit of
a KBSA will be the elimination of much of the rework
currently experienced on software projects due to the be-
lated appreciation that a previous programming or project
decision was inappropriate, resulting in work that needs
to be redone. A number of prototype KBSA’s are cur-
rently under development.

If we specialize the KBSA concept of the area of soft-
ware design, we find the rich area of software computer
aided design (CAD). In the hardware area, CAD has been
a major source of improving productivity by eliminating
rework via automated design checking and simulation, and
also of promoting better designs via better visualization
of a design and its effects. Recent examples of software
CAD capabilities include interactive graphics support
systems such as the Xerox CEDAR system [112], the
Brown PECAN system [100], the Carleton CAEDE sys-
tem [31], and such commercial systems as Excelerator,
Teamwork, ProMod, Software Through Pictures, CASE,
Ada Graph, and PRISM; rapid simulation capabilities
such as RSA [109]; and executable specification capabil-
ities such as PAISLEY [125].

A short step from software CAD systems are the re-
quirements and design language-oriented systems, which
eliminate a great deal of rework through more formal and
unambiguous specifications, automated consistency and
completeness checking and automated traceability of re-
quirements to design. Probably the most extensive of these
systems is the Distributed Computing Design System [4],
which includes a system specification language (SSL), a
software requirements specification language (RSL), a
distributed-system design language (DDL), and a module
description language (MDL).

One of the main difficulties in developing good soft-
ware CAD systems is our incomplete understanding of the
software design process. Examples of recent progress in
this direction can be found in [34], [1], and [71].

A most powerful technique for eliminating rework is
the information-hiding approach developed by Parnas [92]
and applied in the U.S. Navy A-7 project [93]. This ap-
proach minimizes rework by hiding implementation de-
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cisions within modules; thus minimizing the ripple effects
usually encountered when software implementation deci-
sions need to be changed. The information hiding ap-
proach can be particularly effective in eliminating rework
during software evolution, by identifying the portions of
the software most likely to undergo change (characteris-
tics of workstations, input data formats, etc.) and hiding
these sources of evolutionary change within modules.
Some other sources for eliminating rework have been
discussed earlier, such as the use of modern programming
practices in Section I1I-C and II-A-2, the use of incremen-
tal development to reduce requirements volatility in Sec-
tion II-A-2, and the use of rapid prototyping and risk-
driven software process models in the discussion of de-
velopment versus rework costs in Section II-B-1.
Building Simpler Products: The last two approaches
associated with eliminating rework in the Opportunity
Tree in Fig. 7, rapid prototyping and improved software
process models can also be very effective in improving
bottom-line productivity by building simple products.
This is done largely by eliminating software gold-plating:
extra software which not only consumes extra effort, but
also reduces the conceptual integrity of the product. The
[28] prototyping versus specifying experiment discussed
in Section I1-A-1 indicated that prototyping resulted in an
average of 40 percent less code, 40 percent less effort,
and a set of products that were easier to use and learn.
One of the telling insights in this experiment was the com-
ment of one of the participants using the specification ap-
proach: “*“Words are cheap.’” During the specification
phase, it is all too easy to add gold-plating functions to
the product specification, without a good understanding
of their effect on the product’s conceptual integrity or the
project’s required effort. As expressed in the excellent
book, The Elements of Friendly Software Design [60]:

‘‘Most programmers . . . defined their use of a soft-
ware feature by saying, ‘You don’t have to use it if
you don’t want to, so what harm can it do?’ It can
do a great deal of harm. The user might spend time
trying to understand the feature, only to decide it
isn’t needed, or he may accidentally use the feature
and not know what has happened or how to get out
of the mistake. If a feature is inconsistent with the
rest of the user interface, the user might draw false
conclusions about the other commands. The feature
must be documented, which makes the user’s man-
ual thicker. The cumulative effect of such features
if to overwhelm the user and obscure communica-
tion with your program . . .”’

A further discussion of typical sources of software gold-
plating, and an approach for evaluating potential gold-
plating features, is provided in [23]. A related phenome-
non to avoid is the “‘second system syndrome’’ discussed
in [29]. A recent useful technique for product feature
prioritization called the request-success grid is provided
in [107]. Further useful principles of good user-interface
design are provided in [41] and [53].

Some of the newer software process models stimulate
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the development of simpler products. One of the difficul-
ties of the traditional waterfall model is that its specifi-
cation-driven approach can frequently lead one along the
“‘words are cheap’’ road toward gold-plated products, as
discussed above. The evolutionary development model
[86] emphasizes the use of prototyping capabilities to
converge on the necessary or high-leverage software
product features essential to the user’s mission. The re-
lated transformational model [10] shortcuts the problem
by providing (where available) a direct transformation
from specification to executing code, thus supporting both
a specification-based and an evolutionary-development
approach. The spiral model [27] focuses on a continuing
determination of user’s mission objectives, and a continu-
ing cost-benefit analysis of candidate software product
features in terms of their contribution to mission objec-
tives. Further information on recent progress in software
process models can be found in [77] and [40].

Reusing Components: Another key to improving
productivity by writing less code involves the reuse of
existing software components. The simplest approach in
this direction involves the development and use of librar-
ies of software components. A great deal of progress has
been made in this direction, particularly in such areas as
mathematical and statistical routines and operating system
related utilities. A great deal of further progress is pos-
sible via similar capabilities in user-application areas. For
example, Raytheon’s library and system of reusable busi-
ness-application components has achieved typical figures
of 60 percent reusable code for new applications {75] and
typical cost savings of 10 percent in the design phase, 50
percent in the code and test phase, and 60 percent in the
maintenance phase [97]. Toshiba’s system of reusable
components for industrial process control [83] has re-
sulted in typical productivity rates of over 2000 source
instructions per man-month for high-quality industrial
software products.

At this level of sophistication, such systems should bet-
ter be called application generators, rather than compo-
nent libraries, because they have addressed several sys-
tem-oriented component-compatibility issues such as
component interface conventions, data structuring, and
program control and error handling conventions. Similar
characteristics have made Unix a particularly strong foun-
dation for developing application generators [72], [116].

One can proceed even further in this direction to create
a very high level language or fourth generation language
(4GL) by adding a language for specifying desired ap-
plications and a set of capabilities for interpreting user
specifications, configuring the appropriate set of compo-
nents, and executing the resulting program. Currently, the
most fertile areas for 4GL’s are in the areas of spread-
sheet calculators (Visicalc, Multiplan, 1-2-3, etc.), and
small-business systems typically featuring a DBMS, re-
port generator, database query language, and graphics
package (NOMAD, RAMIS, FOCUS, ADF, DBase II,
etc). A good survey of these latter 4GL’s is [62].

As discussed in Section II-A-1, the most definitive ex-
periment to date comparing a 3GL (COBOL) and a 4GL
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(FOCUS) found an average reduction of about 60 percent
in both lines of code developed and in manhours ex-
pended to develop a sample of six applications. Reference
[57] provides further evidence from a survey of 43 orga-
nizations that such 4GL’s reduce personnel costs, reduce
user frustrations, and more quickly satisfy user informa-
tion needs within their domain of applicability. On the
other hand, the survey found 4GL’s extremely inefficient
of computer resources and difficult to interface with con-
ventional applications programs. Some major disasters
have occurred in attempting to apply 4GL’s to large, high-
performance applications such as the New Jersey motor
vehicle registration system [8].

Overall, though, 4GL’s offer an extremely attractive
option for significantly improving software productivity,
and attempts are underway to create 4GL capabilities for
other application areas. Short of a 4GL capability, the
other more limited approaches to reusability such as com-
ponent libraries and application generators can both gen-
erate near-term cost savings and serve as a foundation of
more ambitious 4GL capabilities in the long run. A very
good collection of articles on reusability in software de-
velopment is the September 1984 issue of the IEEE
TRANSACTIONS ON SOFTWARE ENGINEERING.

III. CONTROLLING SOFTWARE COSTS

Now that we have a better understanding of the primary
sources of software costs and of the ways of reducing
them, how can we use this understanding to improve our
ability to control software costs? There are two primary
avenues for doing this, as discussed below:

1) Building our understanding into a framework of ob-
jectives, which serve as a basis for a set of management-
by-objectives (MBO) control loops.

2) Optimizing our software development and evolution
strategy around predictability and control.

A. Management By Objectives (MBO)

The simplest sort of MBO for software project predict-
ability and control is exemplified by the earned-value
framework discussed in [23, ch. 32], and illustrated in
Fig. 8. In this framework, a set of cost and schedule es-
timates by phase, activity, and product components are
used to generate a set of PERT charts, work breakdown
structures, personnel plans, summary task planning
sheets, and other scarce-resource allocations which deter-
mine a set of ‘‘should-cost’” targets for each job. As the
project progresses, various instruments such as unit de-
velopment folders and earned value systems are used to
compare actual progress and expenditure of time, cost,
personnel, or other scarce resources versus the plans.
Then, comparing the actual progress and expenditure ver-
sus the plans can generate a set of exception reports which
flag key areas for MBO attention.

This generic approach has been highly successful in
many situations, but it frequently needs extension to bal-
ance cost, schedule, and functionality objectives with
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other important quality-oriented objectives. The best ap-
proach to date in handling these additional objectives has
been to incorporate them as additional specific MBO tar-
gets, as in Design by Objectives [51] and the GOALS
approach [23].

Actually, it is even better to do this in terms of the soft-
ware end-user’s mission objectives. This implies that the
users must perform an analysis of the relative costs and
benefits of alternative software product functions and fea-
tures, to relate these to incremental gains in mission cost-
effectiveness, and to use this information in an overall
MBO control loop in which the software is only a part.
For examples of this type of approach, see [80], [5], [65],
and [76].

B. Optimizing Around Software Predictability and
Control

Frequently, software customers are more concerned
about predictability and control of software cost and
schedule than they are about the absolute values of the
cost and schedule [89]. Such customers prefer a project
which may cost a bit more, but which allows them to con-
fidently synchronize their software development with
other critical developments such as a satellite launch, a
factory opening, or a major service cutover. In such sit-
uations, customers will generally prefer a risk-driven de-
velopment approach which invests some additional early
time and effort into identifying and eliminating the pri-
mary sources of project risk—as contrasted with a ‘‘suc-
cess-oriented’’ approach which will be very efficient if all
the project’s optimistic assumptions are true, but very
costly if reality runs out otherwise (as it frequently does).
The spiral model discussed in Section II-B-1 is an exam-
ple of such a risk-driven development approach.

Another option which can be derived from the risk-
driven spiral approach is the option to trade marginal
product functionality for project predictability and con-
trol, using a design-to-cost or design-to-schedule ap-
proach. Thus, if the highest project risk is associated with
exceeding the available budget or with missing a crucial
delivery date, the project can reduce risk by designating
borderline product capabilities as a management reserve
to be traded against budget and schedule pressures as nec-
essary.

IV. CONCLUSIONS

The information and discussions above support the fol-
lowing primary conclusions:

1) Understanding and controlling software costs is ex-
tremely important, not just from an economic standpoint,
but also in terms of our future quality of life.

2) Understanding and controlling software costs inev-
itably requires us to understand and control the various
aspects of software quality as well.

3) There are two primary ways of understanding soft-
ware costs. The ‘‘black box’’ or influence function ap-
proach provides useful insights on the relative productiv-
ity and quality leverage of various management, technical,
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Fig. 8. Software project planning and control framework.

environment, and personnel options. The ‘‘glass box’’ or
cost distribution approach helps identify strategies for in-
tegrated software productivity and quality improvement
programs, via such structures as the value chain and the
software productivity opportunity tree.

4) The most attractive individual strategies for improv-
ing software productivity are: .

® writing less code, by reusing software compo-

nents, developing and using very high level languages,
and avoiding software gold-plating;

® getting the best from people, via better manage-
ment, staffing, incentives, and work environments;

® avoiding rework, via better risk management, pro-
totyping, incremental development, software computer
aided design, and modemn programming practices, partic-
ularly information hiding;

® developing and using integrated project support
environments.

5) Good frameworks of techniques exist for controlling

software budgets, schedules, and work completed. There
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have been some initial attempts to extend these to support
control with respect to software quality objectives and
end-user system objectives, but a great deal more prog-
ress is needed in these directions.

6) The better we are able to understand software cost
and qualities, the better we are able to control them—and
vice versa.
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