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Abstract 

Effort estimation by analogy (EBA) is an 
established method for software effort estimation. 
For this paper, we understand EBA as a meta-method 
which needs to be instantiated and customized at 
different stages and decision points regarding a 
specific context. Some example decision problems are 
related to the selection of the similarity measures, the 
selection of analogs for adaptation or the weighting 
and selection of attributes. 

This paper proposes a decision-centric process 
model for EBA by generalizing the existing EBA 
methods. Typical decision-making problems are 
identified at different stages of the process as part of 
the model. Some existing solution alternatives of the 
decision-making problems are then studied. The 
results of the decision support analysis can be used 
for better understanding of EBA related techniques 
and for providing guidelines for implementation and 
customization of general EBA. An example case of 
the process model is finally presented. 
 
1. Introduction 
 

The idea of offering decision support always 
arises when decisions have to be made in complex, 
uncertain and/or dynamic environments. The process 
of software development is an ambitious undertaking, 
in which many decisions have to be made concerning 
processes, products, tools, methods and techniques. 
From a decision-making perspective, all these 
questions are confronted by different objectives and 
constraints, a huge number of variables under 
dynamically changing requirements, processes, actors, 
stakeholders, tools and techniques. Rules of thumb, 
intuition, tradition or gut feeling are no longer 
applicable to make such important decisions as reuse 
of artifacts, termination of testing, selection of 
techniques, or allocation of resources as part of 
software development.  

Software Engineering Decision Support (SEDS) 
[1] is an integrated effort to aid decision-making in 

software development process. It can also be seen as 
an extension and continuation of the experience 
factory [2] and learning software engineering 
approaches [1]. In addition to collecting, retrieving 
and maintaining models, knowledge, and experience 
in the form of lessons learned, SEDS generates new 
insights from pro-active analysis and evaluation of 
possible decision scenarios. 

Typically, a concrete decision support system is 
focused on a relatively narrow problem domain, in 
which the emphasis is on providing a methodology 
for pro-active generation, evaluation, prioritization 
and selection of solution alternatives. However, the 
results of this process can only be as good as the 
underlying models and experience. This is exactly the 
main purpose of Empirical Software Engineering: to 
incrementally establish a body of empirically 
validated knowledge about existing or new 
phenomena [3]. 

In this paper, we are specifically interested in 
exploring the decision problems in Effort Estimation 
by Analogy (EBA), which is one of the frequently 
used methods for software effort estimation. We 
conduct an analysis for decision support to the 
application and customization of EBA that is 
considered as a research agenda to establish the 
necessary knowledge from a series of empirical 
studies to be conducted in the future. 

The rest of the paper is organized as following. 
After a brief introduction to EBA, a decision-centric 
process model of EBA is proposed in section 2. The 
major decision problems are identified from the tasks 
in the process model and some existing solution 
alternatives for the decision problems are studied in 
section 3. An example case in section 4 demonstrates 
how this process model can guide practitioners to 
apply and customize EBA. Section 5 discusses the 
current problem of the comparison between variants 
of EBA in general and a possible way to solve the 
problem. Finally, the conclusion and future work are 
presented in section 6. 

  



 

2. Decision-centric process model for 
effort estimation by analogy  

 
2.1 Effort estimation by analogy 

 
Software effort estimation by analogy [4, 5] is 

mainly a data-driven method. It compares the project 
under consideration (target project) with similar 
historical projects through their common attributes, 
and determines the effort of the target project as a 
function of the known efforts from similar historical 
projects. EBA can be used for effort estimation for 
objects at levels of project, feature, or requirement, 
given corresponding historical data sets. There are 
three basic steps of EBA to estimate the effort for a 
given object under estimation: 
Step 1. Retrieve analogs (or similar objects) of the 

given object from the historical data set 
through a set of common attributes using 
certain similarity measures; 

Step 2. Determine the closest analogs of the given 
object; 

Step 3. Predict the effort of the given object by 
adapting the effort information of the closest 
analogs, which is referred to as analogy 
adaptation. 

For this paper, we understand EBA as a meta-
method which needs to be instantiated at different 
stages and decision points. Example decisions are: 

• What similarity measures are the appropriate 
ones for use in which conditions? 

• How many analogs should be chosen for 
adaptation?  

• How can one determine the appropriate number 
of analogs?  

• Which adaptation strategy should be used under 
which conditions?  

• What if there are missing values in the given 
data set?  

Some researchers have proposed various methods 
as alternative answers regarding some of the above 
questions. Nonetheless, there has not been any 
systematic discussion yet about what all the possible 
decision-making problems are and how to compare 
and choose among possible alternative solutions for 
EBA methods.  

Answering the above questions actually means to 
provide decision support for the application and 
customization of EBA. What are the basic decision 
problems in EBA? What are the existing solution 
alternatives of the decision problems? This paper is 
not intended to provide a systematic evaluation 
methodology, but to identify the space of possible 
decision problems and solution alternatives for EBA. 

 
2.2 Decision-centric process model 

 
As we just demonstrated that although there are 

only three basic steps of EBA, one must answer some 
questions before starting with the three steps. From a 
decision-making point of view, tasks related to 
answering questions as mentioned above are 
organized into a decision-centric process model of 
EBA. To begin with the process model, the following 
assumption is made in this paper. 

Assumption: EBA is applied based on given data 
sets. Definition of attributes and collection of data is 
a prerequisite for EBA. 

Therefore, when we refer to EBA, a data set is 
always assumed to have been given. All the related 
tasks of EBA are performed based on the given data 
set. As for the determination of the most relevant 
attributes for a data set, we recommend using the 
Goal-Metric-Question paradigm [6]. We suggest that 
attributes measuring software product, process, and 
resource should be considered. 

Based on the three basic steps of EBA and our 
research experience in EBA, we propose the 
decision-centric process model as illustrated in 
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Figure 1. Decision-centric process model of EBA 



 

Figure 1, which contains the major tasks of EBA, 
labeled as D1 to D11, and the possible input and 
output of each tasks. Because this is a high level 
description of a general EBA process, some inputs 
and outputs local to a task are not illustrated at this 
level. 

The given data set for EBA is represented as a 
data base called Raw Historical Data that is 
composed of objects and attributes describing the 
objects using <Attribute, Value> pairs. In order to 
obtain better prediction accuracy, the Raw Historical 
Data can be processed in three ways, simultaneously 
or separately, to produce the Processed Historical 
Data: dealing with missing values, attribute 
weighting and selection, and object selection. D1 and 
D2 handle the missing values in the data set. D1 
performs the impact analysis of the percentage of 
missing values in a data set on the prediction 
accuracy to provide practitioners with the knowledge 
about how EBA is applicable to the data set, given a 
certain percentage of missing values in the data set. 
D1 is represented as a dotted box because it is needed 
only to provide relevant knowledge in general. D2 
deals with missing values in different ways such as 
deletion or imputation. D3 helps select a subset of the 
objects from the data set such that the subset of 
objects may produce better prediction accuracy than 
the whole data set. D4 and D5 perform the tasks for 
attribute weighting and selection. If Rough Set 
Analysis (RSA) based attribute weighting method is 
used, the continuous attributes in the data set must be 
discredited through D4 using certain discretization 
techniques according to attribute types. Because D4 
is needed for RSA-based attribute weighting methods 
only, it is represented as a dotted box. 

Types of similarity measures are determined 
through D6 based on the types of attributes in the 
Processed Historical Data. D7, D8, and D9 are 
corresponding to the aforementioned three steps of 
EBA to complete the estimation and generate the 
outputs of Effort Estimates with the given inputs of 
Objects Under Estimation. 

In addition to the major tasks in the process model, 
the strategy for choosing evaluation criteria and 
comparison of EBA methods in general are necessary 
for the evaluation of an EBA method and the 
comparison between different EBA methods. 
Therefore, D10 and D11 are listed as supporting tasks 
for the whole process.  

 
3. Decision problems in EBA and solution 
alternatives 

 
The tasks in the process model actually cover the 

major decision problems in EBA. All these decision 

problems along with some existing solution 
alternatives are summarized in Table 1. For each 
decision problem, the solution alternatives must be 
compared in order to decide which one is most 
appropriate in a specific situation. These alternatives 
may be used independently or in combination 
depending on the decision problems.  

In what follows, brief explanations of the decision 
problems and solution alternatives are given, in the 
order of logical dependencies between the decision 
problems. 

 
Table 1. Decision problems of EBA and solution 

alternatives 
ID Decision problems Solution alternatives 
D1 Impact analysis of 

missing values 
Preliminary knowledge 

D2 Dealing with 
missing values 

Deletion and imputation 
techniques; NULL value 

D3 Object selection Hill climbing,  simulated 
annealing, forward and backward 
sequential selection algorithms 

D4 Discretization of 
continuous attributes 

For RSA-based attribute 
weighting; Based on interval, 
frequency, or both; other machine 
learning techniques 

D5 Attribute weighting 
and selection 

RSA-based, Wrapper, hill-
climbing, genetic algorithm 

D6 Determining 
similarity measures 

Distance-based, local-global 
similarity principle  

D7 Retrieving analogs Using similarity measures or 
rule-based heuristics 

D8 Determining closest 
analogs 

Fixed number of  analogs without 
considering similarity measure; 
through learning process 

D9 Analogy adaptation 
strategy 

Mean, weighted mean, linear 
extrapolation 

D10 Choosing evaluation 
criteria 

Some conventional criteria: e.g. 
MMRE, Pred 

D11 EBA comparison 
methods in General 

Accuracy-based methods 

 
D2—Dealing with missing values: It is very 

often that there are missing values in the data sets for 
EBA. There are three major types of techniques for 
dealing with missing values in a data set. Let Si.j 
represent the jth solution alternative of decision 
problem Di: 

S2.1—Deletion [7, 8, 9] 
S2.2—Imputation [7, 8, 9] 
S2.3—Toleration [10, 11] 
Deletion methods just ignore missing values by 

listwise deletion, which may result in the loss of data. 
Imputation methods replace missing values with 
estimates that are obtained based on available data. 
Some basic imputation methods are Mean imputation, 
Hot-Deck imputation, Cold-Deck imputation, 
Regression imputation, and Multiple imputation 
methods. Details about the evaluation and application 



 

of deletion and imputation methods to software cost 
estimation can be found in [9]. 

Different from the deletion and imputation 
techniques, missing values can be tolerated as well. 
This idea is used in collaborative filtering [12] and is 
applied in effort estimation in [11]. A specific value 
NULL along with its semantics and operations is 
defined for representing the missing value in [10] 
such that analogs are retrieved by tolerating the 
missing values. 

D1—Impact analysis of missing values: In 
addition to applying the techniques dealing with 
missing values, knowing the impact of the amount of 
missing values in a data set on the eventual prediction 
accuracy is helpful in answering questions like 
whether the EBA method is applicable if there are 
55% missing values in a data set in order for 
practitioners to apply EBA. Some preliminary 
knowledge has been obtained in our recent empirical 
study [13], in which 40% is determined to be the 
upper limit of the amount of missing values in a data 
set in order to safely apply our proposed EBA 
method AQUA [11]. 

D5—Attribute weighting and selection: Each 
attribute may have different degrees of relevance to 
the effort for implementing an object. There are 
mainly two ways to reflect this degree of relevance of 
each attribute to the effort: attribute weighting and 
attribute selection. 

Typical techniques for attribute selection include 
Brute-force [14] [15] and WRAPPER [16, 17], in 
which attributes are added (or removed) and then 
tested by a learner one at a time until no better results 
are achieved. Attribute selection using rough sets was 
discussed in [18, 19], where heuristics were provided 
to generate the optimal subset of attributes according 
to certain fitness functions. 

Techniques for attribute weighting include 
methods for quantitative data sets, such as regression 
[5, 20, 21] and genetic algorithm [22]. A RSA-based 
method of attribute weighting and selection for data 
sets that may contain non-quantitative attributes was 
proposed in [23]. All the above attribute weighting 
and selection alternatives are summarized as 
following: 

S5.1—Brute-force attribute selection [15] 
S5.2—WRAPPER attribute selection [16, 17] 
S5.3—Rough Sets based attribute selection [18, 

19] 
S5.4—Attribute weighting using regression [5, 20, 

21] 
S5.5—Attribute weighting using genetic algorithm 

[22] 
S5.6—Attribute weighting and selection using 

Rough Sets [23] 

D4—Discretization of continuous attributes: 
Discretization is the process of converting a 
continuous quantitative attribute into a discrete 
attribute by partitioning the continuous domain of the 
quantitative attribute into a finite number of intervals 
and associating with each interval a discrete value. 
For RSA-based attribute weighting and selection 
techniques, continuous attributes in the data set must 
be discretized for the purpose of attribute weighting 
and selection only. Various discretization techniques 
are proposed in machine learning domain and 
classified in different ways, such as global or local, 
supervised or unsupervised. Some typical 
discretization techniques are summarized as 
following: 

S4.1—Equal Frequency Intervals[24, 25] 
S4.2—Equal Width Intervals [24, 25] 
S4.3—Maximum entropy [26],  
S4.4—Decision trees algorithm [27]  
S4.5—Information-gain [28],  
S4.6—Statistics-based algorithms [29],  
S4.7—Class-attribute interdependency algorithms 

like CADD algorithm [30]  
S4.8—Clustering-based algorithms like K-means 

discretization algorithm [31] 
Some of the discretization techniques are available 

in the data mining tool Weka [32]. 
D3—Object selection: Similar to attribute 

selection, not all objects in a data set are necessarily 
useful for EBA. We believe that there exist some 
subsets of objects that will lead to optimal predictions. 
The process of searching the subsets of objects is 
called object selection, also known as case selection 
[15]. Techniques for feature selection are also 
applicable to case selection: 

S3.1—Different variants of hill climbing 
algorithms 

S3.2—Simulated annealing algorithms 
S3.3—Forward and backward sequential selection 

algorithms  
The above algorithms were studied in [15] over 

two data sets. The combination of feature selection 
and case selection was also studied. Suggestions were 
made from the results of these data sets regarding 
when feature selection and case selection can work 
well. However, further studies are necessary for more 
data sets in order to get more general conclusions 
about whether feature selection or/and case selection 
are useful for which type of data sets using which 
type of algorithms. 

D6—Determining similarity measures: 
Basically, there are two categories of similarity 
measures: distance-based measure and composite 
measure that is based on local-global principle [33, 
34]. Given that there are m objects described by n 



 

attributes in a data set. For distance-based method, 
each object is regarded as a vector in an n-
dimensional space with each dimension 
corresponding to a participating attribute that has 
numerical value. Therefore, distance measures 
between the vectors, such as Euclidian and Hamming 
distance, are used to measure the similarity between 
objects. The shorter the distance between two objects, 
the more similar the objects are. Euclidian distance 
and weighted Euclidian distance are the most 
frequently used method [4, 5, 20, 21]. This technique 
is only applicable for data sets that have quantitative 
values and no missing values. 

Local-global principle means that the global 
similarity between two objects is derived from the 
local similarity measures about the comparison of 
values between individual attributes using an 
amalgamation function. There are many ways to 
aggregate the local similarities into the global 
similarity, such as minimum, maximum, or k-
maximum [33]. Weighted average of local similarity 
measures is used as the global similarity measure in 
[11]. This technique can be used for data sets that 
have non-quantitative attributes for which different 
local similarity measures can be defined. As a result, 
decision problems, such as which local similarity 
measure should be used for which type of attribute in 
what conditions, still need to be studied. 

S6.1—Un-weighted Euclidian distance [4, 5] 
S6.2—Weighted Euclidian distance [20, 21] 
S6.3—Local similarity measures: depending on 

types of attributes 
S6.4—Global similarity measures: aggregation of 

local similarity measures using minimum, maximum, 
or k-maximum [33],  

S6.5—Global similarity measures using weighted 
average [10] of local similarity measures 

D7—Retrieving analogs: Based on given 
similarity measures, analogs are then retrieved from 
the data set. In addition to similarity measures, rule-
based heuristic were used in [4] for retrieving analogs 
based on domain-specific knowledge. 

S7.1—Similarity based 
S7.2—Rule based heuristics 
D8—Determining closest analogs: A small 

number of analogs, say 1 to 3, were suggested to use 
in many EBA methods such as [4, 5, 20]. k = 2 was 
found to be the optimum value for small data sets in 
[35]. The closest analog and two virtual analogs were 
used in [21]. A more general method was proposed in 
[10] to determine the number of analogs for a given 
object under estimation through a learning process 
based on the knowledge of the accuracy distribution 
of the current data set. 

S8.1—A fixed number of analogs, say 1 to 3 [4, 5, 
20, 35] 

S8.2—Virtual analogs [21] 
S8.3—Through a learning process [10] 
D9—Analogy adaptation strategy: Assume that 

k closest analogs are selected for adaptation to predict 
the effort for the given object. Techniques for 
analogy adaptation include: 

S9.1—Mean or weighted mean of the effort of the 
k analogs [10] 

S9.2—Production rules [4]  
S9.3—Linear extrapolation along the dimension 

of a single attribute, a size metric strongly correlated 
with effort such as function points (FP) [36]: 
EffortTARGET=EffortANALOG*(FPANALOG/FPTARGET) 

D10—Choosing evaluation criteria: In order to 
assess the performance of EBA methods and the 
reliability of the estimation results, corresponding 
evaluation criteria must be defined. Some frequently-
used criteria are MRE (Magnitude of Relative Error), 
MMRE (Mean MRE), and Pred(l) (prediction 
accuracy at level l) [5, 10, 20, 21]; and MMRE≤0.25 
and Pred(0.25)≥0.75 are considered acceptable as 
proposed in [37]. Other statistical criteria such as 
maximum, minimum, and median of MMRE, 
absolute residual, standard deviation, correlation 
between the estimated and actual values, and 
statistical significance are also often used. These 
criteria are used not only for EBA, but also for other 
effort estimation techniques; and provide evaluation 
of the performance of estimation from different 
perspectives. Very often, different researchers choose 
to use different criteria. As a result, it is quite 
difficult to compare different estimation techniques. 
Furthermore, misuse of criteria in comparative 
studies may lead to unreliable results as indicated in 
[38]. How to choose evaluation criteria to achieve 
better evaluation and reliable comparative studies 
remains as a decision making problem for the 
application of EBA. 

S10.1—MRE, MMRE, absolute residual, standard 
deviation, maximum, minimum, and median of 
MMRE [4, 5, 11, 20, 21] 

S10.2—Pred(l) [4, 5, 11, 20, 21] 
S10.3—Correlation between the estimated and 

actual values [39] 
S10.4—Statistical significance [39] 
S10.5—Aggregated criteria [40] 
D11—EBA comparison methods in General: 

EBA methods are normally compared through 
prediction accuracy criteria. This alternative is 
labeled as S11.1. There are not general comparison 
methods for EBA. This issue will be discussed in 
section 5. 

 



 

4. Decision support in an example EBA 
method 

As an example case, let's look at the EBA method 
AQUA+ [23] to see how the proposed decision-
centric process model can help in understanding EBA 
methods and guiding the application and 
customization of them. The four major phases of 
AQUA+ that are proposed in [23] are shown in Figure 
2. The given historical data set is called Raw 
Historical Data. 

The correspondence between the four phases of 
AQUA+ and the tasks in the proposed decision-
centric process model is illustrated in Table 2. 

 
Table 2. Correspondence between AQUA+ phases and 

the tasks in the process model 

Phases in AQUA+ Tasks in the EBA 
process model 

Pre-phase D1, D2, D6 
Phase 0 D4, D5 
Phase 1 D8 
Phase 2 D7, D8, D9 

 
The Pre-phase prepares the Data Set for AQUA+ 

by determining the attribute types and corresponding 
local similarity measures in accordance with the 
definitions in AQUA+; and carries out tasks such as 
dealing with missing values and error filtering. Phase 
0 performs attribute weighting and selection, 
including discretization of continuous attributes, 
using RSA-based weighting method that was 
proposed in AQUA+. The discretization uses a 
combination of Equal Frequency and Equal Width 
intervals. The selected attributes and corresponding 
weights from Phase 0 are then used in the Learning 
phase to determine the Learned Accuracy 
Distribution that is used to determine the closest 
analogs that are likely to produce the best accuracy 
for analogy adaptation. The Predicting phase actually 
includes the three basic steps of EBA: retrieving 
analogs, determining the closest analogs, and analogy 

adaptation. We can see that decision support in 
AQUA+ is provided mainly for attribute weighting 
(D1, D2) and determining the closest analogs (D8). 

 
The solution alternatives that are used in AQUA+ 

are listed in Table 3.  
 

Table 3. Solution alternatives used in AQUA+ 

 
4.3 Example of an EBA comparison method 

 
Although only RSA-based attribute weighting and 

selection is employed in AQUA+, there are still four 
heuristics to generate the weights based on different 
information from RSA. The four heuristics are H0—
All attributes with equal weights, H1—Reducts based 
heuristic, H2—Core attributes based heuristic, H3—
Decision rule based heuristic using the number of 
occurrences, and H4—Decision rule based heuristic 
using relative strength. With other solution 
alternatives fixed, the prediction accuracy of AQUA+ 
using the four attribute weighting heuristics over five 
data sets was compared in [40]. The brief description 

ID Decision problems Solution alternatives used in 
AQUA+ 

D1 Impact analysis of 
missing values 

Not used in AQUA+ 

D2 Dealing with missing 
values 

S3: NULL value 

D3 Object selection Not supported by AQUA+ 
D4 Discretization of 

continuous attributes 
S4.1 and S4.2: Combination of 
Equal Frequency and Equal Width 
intervals 

D5 Attribute weighting 
and selection 

S5.6: RSA-based, four heuristics 
H0 to H4 

D6 Determining 
similarity measures 

S6.3, S6.5: Local-global similarity 
principle 

D7 Retrieving analogs S7.1: Using similarity measures  
D8 Determining closest 

analogs 
S8.2: Through a learning process 

D9 Analogy adaptation 
strategy 

S9.1: Weighted mean 

D10 Choosing evaluation 
criteria 

S10.1, S10.2, S10.5: MMRE, Pred, 
Strength, and aggregated criteria 

D11 EBA comparison 
methods in general 

S11.1: Accuracy-based method 
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Figure 2. An instance of the decision-centric process model of EBA 



 

of the five data sets is given in Table 4, where 
"#Objects" represents the number of objects in the 
data set, "#Attributes" represents the number of 
condition attributes, "%Missing values" represents 
the percentage of missing values, and "%Non-
Quantitative attributes" represents the percentage of 
non-quantitative attributes. The results of the 
comparison are shown in Table 5. For detailed 
description of the five data sets, the four weighting 
heuristics, and the aggregated criteria AccuH[i], 
please refer to [40]. 

H1 performs the best (greater values of AccuH[i]) 
among the four heuristics. There is little difference 
between H3 and H4 over data sets ISBSG04-2, 
Mends03, and Kem87. Because core attributes do not 
always exist for any given data set, the core attribute 
based heuristic H2 is not recommended to be applied. 
For detailed discussion about the lessons learned 
from this comparative study, readers are directed to 
[40]. 

 
Table 4. Summary of the data sets 

Name #Objects #Attri-
butes 

%Missing 
values 

%Non-
quantitative 

attributes 
Source 

USP05-FT 121 14 2.54 71 [10] 
USP05-RQ 76 14 6.8 71 [10] 
ISBSG04-2 158 24 27.24 63 [41] 
Mends03 34 6 0 0 [42] 
Kem87 15 5 0 40 [43] 

 
Table 5. Comparison of weighting heuristics over five 

data sets for AQUA+ 
(AccuH[i]) H0 H1 H2 H3 H4 

USP05-RQ 0.22 0.42 -1.53 0.52 0.37 
USP05-FT -0.79 0.03 - 0.62 0.15 
ISBSG04-2 0.16 1.81 -2.62 0.30 0.35 
Mends03 -0.09 0.15 - -0.05 -0.05 
Kem87 -0.48 1.42 1.42 -0.47 -0.47 
 
We can see from this example case that how 

different the prediction accuracy is, when different 
solution alternatives are chosen for an EBA method. 
Therefore, methods for the comparison between 
different EBA variants are necessary for practitioners 
to choose an appropriate EBA method in a specific 
situation.  

 
5. Discussion about the comparison of 
EBA methods in general 

 
Considering all the decision problems and solution 

alternatives as discussed in section 2 and 3, 
combination of the alternatives along the EBA 
process may result in quite different EBA methods. 

How to compare and then choose an appropriate 
EBA method for a certain type of data sets needs to 
be studied as well. Currently, different EBA methods 
are normally compared only through criteria of 
prediction accuracy, such as MMRE and Pred as used 
in [5, 10], over the same data sets. 

A method, called COSEEKMO, regarding the 
selection of best practices of mathematical model-
based software effort estimation is proposed in [39]. 
In addition to MMRE and Pred(0.3), the statistical 
significance, the correlation between the estimated 
effort and the actual effort, the standard deviation, 
and the number of attributes used in a model are also 
used as rejection rules to select possible best 
estimation method according to different types of 
data sets. 

However, COSEEKMO is currently applicable for 
model-based estimation methods only, e.g. 
COCOMO. Furthermore, we have observed that two 
aspects of COSEEKMO are not applicable to EBA 
methods. 

One aspect is the rejection rule, Rule 5, which 
"rejects treatments that have similar performance but 
use more variables", meaning that the less number of 
attributes in an estimation model, the better the model. 
This may be true for mathematical models, e.g. using 
only a metric of size for effort estimation, but not for 
EBA methods. One advantage of EBA over model-
based methods is that it is able to deal with poorly 
understood domains that are difficult to model. The 
more (relevant) attributes are used in the data set, the 
more complete the objects are described from 
different aspects; and the more attributes are involved 
in similarity measuring, the more likely to find true 
analogs. One of the preliminary results from our 
recent empirical study [13] indicates that the more 
attributes, as well as objects, in a data set, the more 
applicable of our EBA method AQUA when there are 
increasing number of missing values that are replaced 
by the NULL value. This is also an indicator of the 
requirement of more attributes by EBA. 

Another aspect is the principle regarding the size 
of test sets: "Effort estimators should be assessed via 
small test sets since that is how they will be assessed 
in practice." This principle may apply in the case of 
effort estimation at project level, when there are not 
so many projects under estimation at the same time. 
However, the EBA method proposed in [10] can also 
be applied for effort estimation at feature or 
requirement levels, in which cases there may be 
hundreds of objects under estimation at the same time. 
Small test sets are thus not applicable in this situation 
for EBA. 

Consequently, techniques for comparing among 
different EBA methods and choosing the best-fitted 



 

one for a data set, an organization or an application 
domain are still required. Criteria and a process were 
defined in [40] for comparison between different 
attribute weighting heuristics using our proposed 
EBA method AQUA+. These criteria and the 
comparison process may be used as a basis for 
comparing and choosing among different EBA 
methods with certain enhancement. 

In addition, there is ongoing research addressing 
the methodology for systematic evaluation of the 
performance of artificial intelligent systems. One 
example is the methodology proposed in [44] for 
systematic evaluation of the performance of case-
based reasoning or machine learning systems in 
dependent of different design decisions and domain 
characteristics.  

In principle, this kind of methodology could be 
applied to the decision problems and solution space 
identified in this paper. The evaluation results could 
also be used as the basis for our decision support 
framework for EBA. However, the difficulty of 
applying this type of methodology in our situation is 
the huge problem and solution space. In addition, the 
requirement of the methodology that a mathematical 
model should be built to describe to relationship 
between the performance of the system (numerical 
dependent variable) and all the affecting factors 
(numerical independent variables) is hard to satisfy. 
In fact, it is impractical to test all the combinations of 
the possible options of the independent variables in 
the case of EBA methods. 

As concluded in [45], we attempt to find some 
simple options that work well in most cases for a 
given data set, instead of evaluating the whole space 
of options. Particularly, our methodology will be 
focused on the decision support aspects, other than 
systematic evaluation of EBA methods. This is one of 
the goals of our future research. 

 
6. Conclusions and future work 

Based on the three basic steps of traditional EBA 
methods, i.e. retrieving analogs, determining the 
closest analogs, and analogy adaptation, this paper 
proposes a decision-centric process model for EBA. 
This process model covers the major tasks for 
applying and customizing EBA methods for specific 
situations. The typical decision problems in EBA are 
then identified from the tasks in the process model. 
The existing solution alternatives of the decision 
problems are also presented and analyzed to guide 
the application of EBA. 

The analysis of an example case demonstrated that 
the proposed decision-centric process model can help 
practitioners of EBA to identify what decision 

problems are missing and what other solution 
alternatives are available for a decision problem. 

Empirical studies are an effective way to 
providing the knowledge for decision support of 
many of the decision-making problems in EBA. The 
decision support analysis in this paper is considered a 
starting point for a more comprehensive empirical 
evaluation of all the alternatives at different stages of 
the EBA process model.  

With a focus on the decision support for applying 
and customizing AQUA+, our future work will be 
directed towards a methodology for comparing and 
choosing between different alternative solutions for 
the identified decision-making problems through 
systematic empirical studies. Our next goal is a 
decision support system for EBA that is able to 
provide recommendations on which alternative 
should be taken in dependence of the problem 
context and the given data set. 
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