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R*N >= 20 

Often R=N=10 (for large data sets) 

Can be R=10 N=3 for slow processes or small data sets 

 

Criteria= {pd, pf, precision} 

For d in  data sets 

 Out = “d.dat” 

 Remove Out (if it exists) 

 For  r in R repeats 

  Reandomized order of data 

  Divide data N ways 

  For n in N 

   Test = N[n] 

   Train = Data – Test 

   For l in Learners 

    B4= time()  

   Model=Learn(Train) 

   After =time() 

    For C in Criteria 

     Print d,r, n,l,c,Criteria(Model(Test)) >> Out 

     Print d,r, n,l,”runtime”, After – B4  >> Out 

 

System issue: if this dies half way through, need to pick where left off.  

 



Quartile charts for performance  

For each criteria do 

 For each learner do,  

  Write down the min, 25%, 50%, 75%, max value (percentiles) 

 

Chart it as follows: “|” is median, “+” is upper quartile “-“ is lower quartile 

 
========================================== 

Criteria X 

 

----| Overall , |---------------------------------------- 

 

  bc,   0.3,   2.7,   9.4,  13.4,  88.8, [-  | ++++++++++++++++++++++++++++++++++++++       ] 

 bfc,   0.6,   8.4,  11.8,  17.0, 103.6, [--- |  +++++++++++++++++++++++++++++++++++++++++++] 

  bf,   0.9,  10.3,  13.0,  21.4,  98.8, [---- |   +++++++++++++++++++++++++++++++++++++++  ] 

  fc,   1.4,  12.2,  25.5,  79.3, 117.2, [-----      |                          ++++++++++++] 

 

  

 

This is the overall pattern. Repeat the above for each data set 

  
----| data set 1 |---------------------------------------- 

 

  bc,   0.3,   0.3,   0.5,   0.6,  16.2, [+++++++                                           ] 

 bfc,   0.6,   0.6,   0.9,   1.3,   3.9, [+                                                 ] 

  fc,   1.4,   1.5,   2.6,   5.3,   7.1, [|+                                                ] 

  bf,   0.9,   1.1,   2.7,   4.7,   5.7, [|+                                                ] 

 

  

 

----| data set 2 |---------------------------------------- 

 

  bc,   1.8,   1.8,   2.0,   2.2,  11.0, [|++++                                             ] 

  bf,   2.2,   6.1,  10.6,  11.6,  12.3, [--  |                                             ] 

 bfc,   6.3,   6.9,  10.9,  12.2,  12.9, [  - |+                                            ] 

  fc,   8.1,   8.6,  12.2,  12.7,  14.3, [   - |                                            ] 

 

   

Only show overall if the individuals are not  strikingly different to the overall. 

  



Statistical  tests for differences 
for c in Criteria 

 write one table  

whose columns are each learner and  

whose rows are each data set and 

whose celles are the median value for Criteria on data with learner 

 (across all r repeats and rNways) 

e,g  four variants on C4.5 . criteria-= accuracy. 

 

 
Convert each row to ranks. Largest numbers get topped ranked (unless you looking 

something like probability of failure in which case bottom numbers get top ranked). 

 

Same values get same ranks e.g, 

 1,1,1,1 get ranks 1,2,3,4 which sums to 10 which averages to 2.5 

 

Compute mean rank of each column (see last line) 

 

Apply Friedman test at 95% confidence to see if any of these are different 

 
 

 
 

Here, N= # rows (data sets) and k= # columns (learners). E.g. 

 



 
 

Look up critical value for F(k-1, (k-1)*(N-1))= F(3,39) in 

iccle/trunk/share/cvs/Fvalue95percent.csv 

 

 
 

These ranks are different since F (3,39) < F; i..e. 2.845 < 3.69. If otherwise, your 

conclusion would be that all these perform the same. 

 

Now that we kow that they are different, we seek the “losers”; i.e. the learners that score 

much less than the top ranked. To define “much less’ we use the Nemenyi critical 

distance (CD). You are a loser if your average rank is less than topRank - CD 



 
 where q comes from  iccle/trunk/share/cvs/nemanyiCriticalValue.csv 

 

 

 

E.g. Top ranked (above) was 1.964. The q value for 4 learners at 95% confidence is 

 

 
 

so the critical distance is  

 

Now, note that ALL our ranks in the above are not losers. I.e. there is no evidence that 

any of the above methods does better than anything else. 

 

In summary, 

 Tie if Friedman says there is no different 

 Else some are losers and the remainder are winners 

 

The final report is the non-losing learners. E.g. at the 955 confidence level a Friendman-

Nemenyi test reports no statistical difference between these learners. 

 

Prediction: most of your variants will be statistically indistinguishable. 

 

 

 

 

 


